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ABSTRACT

Spear phishing involves the use of social engineering and contextual informa-
tion to entice a targeted victim into unwitting leakage of sensitive information
for purposes of identity crime or espionage. The high success rate together
with the potential scale of damage caused by spear phishing attacks has mo-
tivated cyber researchers and practitioners to investigate more effective and
strategic defensive, deterrent and offensive mechanisms against spear phishers.
Obviously, the practicability of any such defence mechanism depends on the
extent to which a defender has knowledge of the adversary behind a spear
phishing attack. This necessitates the defending party to perform attribution
in order to identify the spear phisher and/or his/her accomplice. In this sur-
vey, I broadly define attribution of spear phishing as any attempt to infer the
identity or characteristics of the source of the attack which may include a ma-
chine, a human individual, or an organisation. Though highly desirable, this
attribution mission is a very challenging task. This survey represents an initial
step in this direction. Ultimately, the survey aims to sketch the landscape of
attribution methods pertaining to spear phishing, as well as to provide con-
structive remarks and relevant recommendations for an organisation wishing
to perform this attribution mission.
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Attribution of Spear Phishing Attacks: A Literature Survey

Executive Summary

Spear phishing is an advanced form of cyber exploitation that targets and exploits the
vulnerabilities of human users, often the weakest link in the security chain of a computer
system, by means of social engineering. A typical attack of this type would involve an
attacker contacting targeted victims via email, using the relevant contextual information
and timing to trick them into divulging sensitive information. Spear phishing attacks have
been aimed at individuals and companies, but also at government and defence organisa-
tions to exfiltrate classified data, as reported (c.f., [116]). The high success rate and the
potentially significant damage caused by a spear phishing attack has motivated cyber re-
searchers and practitioners to investigate a more effective but ambitious defence strategy:
defending against the attacker, rather than defending against an attack. Having knowl-
edge of the potential offenders allows an organisation to complement existing reactive,
passive and tactical detection techniques with proactive and strategic approaches, and to
potentially decrease the potency of successful attacks by holding those responsible for an
attack legally and financially accountable, thereby deterring other potential offenders.

Solving the problem of spear phishing attribution is very desirable, albeit very chal-
lenging. This report represents an initial step in this direction by providing a survey of
literature relevant to the attribution of spear phishing attacks. Based on a state-of-the-art
offender profiling model, the report formulates the attribution problem of spear phishing
where each component of an attack is viewed as a crime scene, and information available
in each crime scene is identified and categorised into different types of evidence. Depend-
ing on the specific goal of attribution, and the type and amount of evidence available,
different attribution methods and techniques can be performed. To this end, the report
discusses at length, for each crime scene, the attribution methods potentially applicable to
the different types of evidence. Since an extensive search for literature directly addressing
attribution of spear phishing revealed very few relevant results, the report analyses spear
phishing attribution in a larger context, and review relevant attribution methods in related
disciplines. The taxonomy of evidence derived and discussed in the report is depicted in
Figure 1.

In addition to reactive attribution methods, potentially much more information about
the attack can be obtained via proactive/active attribution approaches. In this regard,
the report also provides a discussion of the large scale realisation of proactive/active ap-
proaches by means of honeypots, decoy systems and field investigations. In many cases,
however, the successful application of the mentioned methods may identify the accom-
plice (e.g., those responsible for individual components of a spear phishing attack), but
not the ultimate spear phisher. To address this problem, the report discusses recon-
struction of spear phishing attacks which involves forming logical conclusions based on
the direct/indirect analyses of the pieces of evidence across the crime scenes as well as
other sources of information, thereby enabling the attribution practitioners to obtain more
complete information about the ultimate spear phisher. Toward characterisation of the
ultimate adversary (in order to assist investigators to narrow down the list of real-life
suspects), the report presents existing conventional offender profiling and cyber adversary
characterisation methods that can be leveraged and adapted for use in the spear phishing
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Figure 1: A possible taxonomy of evidence pertaining to spear phishing attacks.

context.

As it is indicated throughout the report, attribution results delivered by any of the
methods discussed in the survey should be treated as suggestive rather than conclusive.
Currently, due to various factors, it is not feasible to reliably pinpoint the exact attacker
behind any single spear phishing attack using technical methods alone. As such, ex-
tant attribution methods should be applied either to characterise the attacker or to gain
information about the attacker in order to narrow down the group of suspects. In gen-
eral, attribution of spear phishing attacks in practice remains dependent on the goal and
resources of the nation, organisation or individual concerned. To this end, the report
provides a comprehensive survey of methods and techniques pertaining to varying levels
of attribution which can potentially assist the organisation in undertaking the attribution
mission.
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1 Introduction

Spear phishing involves the use of social engineering and contextual information to entice
a targeted victim into unwitting leakage of sensitive information for purposes of identity
crime1 or espionage. Due to its high success rate2 and the potentially significant dam-
age it can cause, spear phishing is a threat to the security of a nation and the general
well-being of its people. This form of cyber exploitation is becoming a considerable con-
cern for individuals, organisations and governments. The public and private sectors have
responded by protecting against spear phishing in various ways. They have, for exam-
ple, implemented/adopted technical solutions for the detection and prevention of attacks,
generated/revised relevant policies, and organised spear phishing-aware user education
programs. While these efforts promise to reduce the number of successful attacks, and
thus to mitigate the negative impact of spear phishing, they constitute a merely passive
and short-term defence strategy which might not be effective once the full potential of spear
phishing is exerted. This concern, together with the potential scale of damage caused by
spear phishing attacks, has motivated cyber researchers and practitioners to investigate a
more effective but ambitious defence strategy: defending against the attacker, rather than
defending against an attack.

But, who is the attacker? This question is at the essence of what is known as the
attribution problem. Having different definitions across disciplines, attribution is in general
concerned with inferring the cause or source actor of an action. In the specific context
of spear phishing, having knowledge of the potential offenders allows an organisation to
complement existing reactive, passive and tactical detection techniques with proactive
and strategic approaches, and, if possible, to decrease the potency of successful attacks
by holding those responsible for an attack legally and financially accountable, thereby
deterring other potential offenders. Solving the problem of spear phishing attribution is
very desirable. But at the same time, it presents many challenges, including technical,
social and political challenges. Although these challenges render the attribution task
remarkably difficult, this has not discouraged efforts toward finding a solution to this
problem.

This survey represents an initial step in this direction. Herein, I discuss the attribution
problem as it pertains to spear phishing. I also present a list of techniques, methods and
approaches relevant to the attribution task which is presumed to be performed after a
spear phishing email has been received and detected. This survey is not meant to be
exhaustive, but rather is intended to serve as a starting point; it provides information and
recommendations to an organisation wishing to undertake this mission.

It is assumed that readers already possess a basic knowledge of computer architecture
and network security; consequently the survey does not include explanations of the mis-
cellaneous technical concepts used. It is also acknowledged that, by an abuse of language,
the terms attack and attacker are frequently used in discussions of spear phishing; I follow
this usage at times hereafter. As the ultimate goal of spear phishing is the theft of data
or information, not the interruption or disruption of the normal operations of a computer

1Identity crime refers to identity theft together with its associated crime such as money laundering and
fraud against financial individuals and organisations.

2Spear phishing schemes have been shown to achieve a significantly higher response rate than blanket
phishing attacks (see Section 2.2).
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system, it is strictly not a kind of cyber attack — it is rather considered a kind of cy-
ber exploitation or cyber espionage3. Nonetheless, this survey refers to many attribution
methods and techniques discussed in the literature on cyber offences, including distributed
denial of service (DDoS) attacks, network intrusion and malware exploitation. For the sake
of simplicity, therefore, the term cyber attack is deliberately used in the survey to refer to
various types of cyber offences, and attacker (or more general, adversary) is used to refer
variously to offenders, intruders, exploiters, perpetrators and so forth.

A full presentation of the many thematic methods and techniques under discussion
would be mathematically dense. To avoid confounding the reader with hard-to-follow
details and thus deflecting the reader from the key concepts to be conveyed, the survey
content is discussed at a conceptual level, in a way that is as intuitive as possible. When an
inclusion of mathematical equations cannot be avoided, I will couple it with a conceptual
explanation. On a related note, the terminologies used in different research areas are
confusing (different terms used to indicate a single concept, or vice versa, a single term
adopted for description of concepts with totally different meanings). Therefore, I will
attempt to define the terminology used in the survey when the situation demands.

The survey is organised as follows. Section 2 presents the necessary background infor-
mation relevant to spear phishing and the associated attribution problem together with
some of its major issues and obstacles. Section 3 discusses the prospect of attribution of
spear phishing attacks, while Sections 4, 5, 6 and 7 reviews foundational methods (i.e.,
those pertaining to authorship attribution, text categorisation and machine learning) rel-
evant to attribution in the spear phishing context. Section 8 briefly reviews the literature
of offender profiling, and presents how attribution of spear phishing as a problem is ap-
proached and addressed in this document. Section 9 formulates the attribution problem of
spear phishing and broadly defines the scope of the survey. Section 10, 11, 12, 13 and 14
describe a wide range of techniques relevant to the attribution of the various components
of a spear phishing scheme. In a different vein, Section 15 raises the importance of, and
presents techniques pertaining to, proactive approaches to large-scale attribution of spear
phishing attacks. This section is followed by a brief reflection (Section 16) and further
discussion (Section 17) of the attribution methods presented in the previous sections. Fi-
nally, Section 18 describes offender profiling models in both the conventional and cyber
contexts, before a short summary of the survey is given in Section 194.

3This perspective applies at the time of this writing. Due to the dynamic nature of cyber crime, this
view of spear phishing may no longer hold true in the future.

4Thanks are due to Michael Docking, Richard Appleby, Olivier de Vel and Poh Lian Choong for their
proofreading and feedback on the survey.
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2 Background

2.1 Phishing

Named with reference to ‘fishing’ in the physical world, phishing5 is a form of cyber ex-
ploitation that involves tricking a victim into volunteering sensitive credentials, such as
credit card details and passwords, and then using the stolen credentials for financial gain.
Phishing is distinguished from other types of cyber exploitation in that it targets and
exploits the vulnerabilities of human users, often the weakest link in the security chain of
a computer system, by means of social engineering.

A concept strongly tied to phishing nowadays, social engineering is in fact a branch
of study in psychology and sociology that examines human nature and behaviour from
the perspective of persuasion and influence. Social engineering has long been used in
practice as an effective method to manipulate a human individual into performing an
action or disclosing a desired piece of information, either by building up a relationship
and false confidence with the person, or by exploiting the person’s weaknesses. Social
engineering is not a single technique, but rather a collection of techniques (see [267] for
such a collection). These techniques are deliberately crafted to exploit certain traits that
are inherent in human nature, for instance, the desire to be helpful, a tendency to trust
people, fear of getting into trouble, and willingness to cut corners ([234] cited in [267]).

With respect to phishing, one has witnessed technology-based social engineering [267]
— a new form of social engineering in which conventional techniques in social engineering
are leveraged against a computer system, and are wholly or partly automated by means
of technology. As such, phishing scams in the early days were carried out by only skillful
hackers. However, due to specialisation of labour in the underground economy, phish-
ing toolkits are now available at a reasonably low price, enabling almost every computer
user, with technical expertise ranging from novice to proficient and with bad intent, to
be capable of launching a phishing attack [143]. As a consequence, phishing attacks have
proliferated and become a considerable threat to society. Efforts to protect against phish-
ing have been made. However, as demonstrated in practice, innovation in devising new
anti-phishing methods leads to the invention of new anti-detection mechanisms, resulting
in an ‘arms race’ between phishers and their opponents. Economic and financial damage
incurred by phishing is estimated by Moore [211] to be, at an absolute minimum, $320m
per annum.

A typical phishing scheme consists of three components, namely the Lure, the Hook
and the Catch [143]:

• Lure

The lure component of a phishing scheme is often an email, which contains either
a malicious attachment (malware-based phishing) or a link to a phishing website

5Hackers often replaces the letter f with the letters ph in a typed hacker dialect [143].
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(deception-based phishing)6. The email appears to come from a legitimate sender and
often contains a convincing story in order to ‘lure’ the victim to open the attached
file (usually a PDF or a Microsoft Office document) or to visit the recommended
website. For example, the email may purportedly trigger the user’s curiosity by
advertising the pornographic or politically controversial content of the attachment;
or the email may urge the user to verify his/her account details on a bank website
(whose mimicking link is provided in the email for user convenience), to avoid having
his/her account being cancelled or compromised. A victim who fails to turn away
from the bait (the seemingly interesting attachment or seemingly legitimate website)
is likely to get hooked.

• Hook

The hook refers to the malicious software embedded in the attachment or phishing
website, which is designed to steal the victim’s sensitive information. In malware-
based phishing, the hook is typically spyware (e.g., a keylogger, screen capture,
session hijacker, web trojan) or malware (e.g., hosts file poisoning, system reconfig-
uration and data theft) which is installed onto the victim’s computer via drive-by-
download or malicious attachment7. The spyware resides in the victim computer,
monitors and captures the desired information, and sends the stolen information
back to the phisher. In deception-based phishing, the hook rests in the phishing
website and seizes sensitive information as it is being entered on the website8. To
gain the trust of the victim, the phishing website mimics the look-and-feel of the
legitimate website9 using a wide range of web spoofing techniques, including the
use of Javascript (to create the deceptive look-and-feel), convincing URLs (to cre-
ate realistic-looking URLs, e.g., www.paypal@150.44.134.189) and homographs (to
create deceptively similar URLs, e.g., www.paypai.com and www.paypal.com). Sen-
sitive information entered on the phishing website is captured in different ways with
varying degrees of sophistication, most advanced among which include man-in-the-
middle and man-in-the-browser methods (please see [143] for more information about
the mentioned methods). Once the information is obtained, it is ready for collection
by a phisher.

• Catch

The catch involves collecting the stolen information and using it for the benefit of
the phishers. The stolen information can be collected directly (being sent back to
the phisher, usually a web mail) or in batch (being stored at the server and collected
by the phishers at some point). To minimise the chance of being caught, a very
sophisticated catch is performed via a covert channel, such as relaying the stolen

6Other types of phishing that are not covered in this survey include: DNS-based phishing (pharming),
content-injection phishing, man-in-the-middle phishing and search engine phishing (please refer to [143]
for a detailed description of the different types of phishing).

7To keep the exposition simple, I refer to different types of malicious code as malware hereafter.
8In the early days of deception-based phishing, the hook also resided in an HTML form embedded in a

phishing email.
9Diverse targeted websites of current phishing attacks include online auctions (eBay), payment sites

(PayPal), share dealers (E*Trade), gambling websites (PartyPoker), social-networking sites (MySpace) and
merchants (Amazon) [211].
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information through public repositories (e.g., newsgroups, chat rooms or public fo-
rums). For example, the personal credentials can be embedded in an image with a
secret code posted on a public forum. In this way, only the phisher can detect and
download the information. The credentials are then either used to conduct illegal
acts or are sold to other criminals.

Despite the existence of numerous anti-phishing tools, phishing is alive and undergoes
continuous development in cyberspace. Phishing is growing in scope: originally an email-
borne attack, phishing now utilises other communication channels, such as telephone via
VoIP (Vishing), and SMS messages (SMishing). Phishing is also growing in sophistication,
resulting in a more advanced, and more dangerous, form of phishing. This variation of
phishing is referred to as spear phishing.

2.2 Spear phishing

One weakness of a phishing attack is that the same ‘lure’ is distributed to a large number
of potential victims. As such, phishing emails are not very successful in reaching and con-
vincing the victims — bulk distribution makes phishing emails relatively easy to detect
and filter using an automated system, and the irrelevant information possibly contained in
a phishing email often leads to its being ignored or deleted by the receiver. For instance,
a phishing email that asks a receiver to perform some action to secure his/her ABC bank
account would fail to persuade a XYZ account holder. Spear phishing is an attempt to
remove this drawback. Unlike ‘blanket’ phishing (or simply ‘phishing’), which takes an
opportunistic approach — a phisher casts a net wide with a hope to hook some innocent or
unlucky ‘phish’ — spear phishing takes on a tailored approach: the targeting and spearing
of a specific ‘phish’. With spear phishing, a phisher is willing to invest more effort and
time into crafting his attacking scheme in order to maximise the likelihood of success.

Spear phishing inherits many features of phishing, but is much more powerful and
efficient due to the incorporation of contextual information and timing into the phishing
scheme. Hence spear phishing is also referred to as context-aware phishing [143] or targeted
phishing. As an example for the purpose of illustration, if a person, soon after completing
his/her registration for an ABC online account, receives a phishing email which seemingly
comes from ABC bank and requests him/her to activate his ABC online account using
the provided (malicious) link, this attack has a much higher chance of success than an
attack aimed at a person who does not have an ABC account, or who registered for an
ABC account some time ago, regardless of how technologically savvy the person is. A
recent statistical figure shows that whereas the response rate for blanket phishing schemes
is around 3-5%, the response rate for spear phishing schemes is as high as 80% [213]. This
suggests that a spear phishing scheme, if carefully crafted, has a very high success rate and
so, if a big enough ‘phish’ is selected, it can have a huge potential reward. Indeed, there
is a new and most focused variant of spear phishing, namely whaling, which exclusively
targets groups of high-level executives in an organisation.

Like traditional phishing attacks, spear phishing attacks include the three components
Lure, Hook and Catch. However, the lure component in a spear phishing scheme is often
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much more tailored to a specific victim; this necessitates the inclusion of an additional
component. I refer to this additional component as Target.

• Target

The first component to be executed in a spear phishing scheme, Target involves
collecting information relevant to a selected individual so as to make a phishing
scheme more convincing. Information about the victim can be directly obtained via
an insider (e.g., an employee of an organisation associated with, or an acquaintance
of, the victim), an untrusted/undercover outsider (e.g., a neighbour or a taxi driver
with whom the victim has had a friendly chat), or a direct communication between
a phisher and the victim (e.g., a foreign student showing an interest in the victim’s
work, or seeking a research scholarship in his institution). In the absence of these
types of insiders and outsiders, user browsers, social network sites (e.g., Facebook10,
MySpace11, Twitter12, Friendster13, Orkut14 and LinkedIn15), public websites and
public data repositories are fertile fields for a phisher to harvest information about
the victim. For example, Jakobsson and colleagues [142] illustrated methods to
collect user information from the web browser via the Browser Recon Attack ; Griffith
and Jakobsson [115] presented feasible approaches to obtain mother’s maiden names
(and other personal information stored in public repositories) of individuals; and
Jagatic and colleagues [141] analysed possible techniques to gather information about
individuals using social networks.

Due to its high efficacy, spear phishing is aimed not only at individuals, but also at
organisations of various kinds. In an individual spear phishing attack, a phisher selects and
tricks a victim by impersonating a person who is associated with the victim in order to
commit financial fraud. In a corporate spear phishing attack, a phisher targets employees
of a selected corporation by posing as a human resources or technical support person in
order to gain access to the corporate network. The goal of the phisher in this type of attack
is to steal money or to steal intellectual property of the corporation. More alarmingly,
spear phishing attacks on government and defence organisations to exfiltrate classified
data (c.f., [116]) have been reported. This form of spear phishing is referred to as spear
phishing as espionage. According to [286], spear phishers and their alikes largely target
employees with ‘a high or medium ranking seniority’ in attacking an organisation, and
defence policy experts, diplomatic missions, and human rights activists and researchers in
attacks on individuals.

While the economic damage caused by individual and corporate spear phishing can
be estimated in terms of monetary cost, the consequence of the leaking of classified data
related to national security to a hostile party — as could occur via the last form of spear
phishing — could be immeasurable. As a result, instead of merely depending on passive,
tactical and defensive techniques, one should complement them with active, strategic and

10Facebook. http://www.facebook.com.
11MySpace. http://www.myspace.com.
12Twitter. http://www.twitter.com.
13Friendster. http://www.friendster.com.
14Orkut. http://www.orkut.com.
15LinkedIn. http://www.linkedin.com.
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possibly offensive methods. The efficacy of this vision is, at least in part, determined
by knowledge about the potential attackers, for instance, ‘Who could the attacker be?’,
‘What are the attacker’s motives, goals and intentions?’, or ‘How much funding and other
resources does the attacker have access to?’. Research on attribution of spear phishing
ultimately aims to help anti-phishing efforts find answers to one or more of these questions.

2.3 The attribution problem

There is no universal definition of the attribution problem in cyberspace. Due to the
difficulty of the attribution problem, researchers and practitioners have been focused on
addressing individual aspects of attribution, and have defined attribution accordingly. As
a consequence, there is a large number of definitions of, as well as analyses relevant to,
the attribution problem. At one end of the spectrum, attribution is specifically defined as
‘determining the identity or location of an attacker or an attacker’s intermediary’ [308]. At
the other end of the spectrum, attribution encompasses a very broad scope: determining
the modus operandi of large-scale cyber attacks [288, 289].

Attribution is also studied at different levels. The four levels of attribution adapted from
the categories identified by Dobitz and colleagues [77] are as follows.

• Attribution level I refers to attribution of an act to the attacking machines (which
are often proxies relaying an attack between the attacker and his/her victim). This
level serves as a starting point for other levels of attribution, and assists short-term
defence against, and mitigation of, a cyber attack.

• Attribution level II refers to attribution of an act to the attackers’ machines (or
controlling machines). This level potentially provides significant information about
the human attacker, and assists a longer-term defence against a cyber attack. It also
allows for offensive response against the controlling machines.

• Attribution level III refers to attribution of an act to human attackers. I divide this
level of attribution into two sub-categories as follows:

– attribution level IIIa is concerned with attributing the act to the actual human
attacker, which allows for responses through legal and diplomatic channels, and
deters potential future attacks. This level of attribution requires a combination
of technical and other intelligence approaches.

– attribution level IIIb is concerned with attributing the act to a class of human
attackers. No response is possible with this level of attribution, it however
provides some insight about potential attackers and assists mid- and long-term
defence against a cyber attack. Also, this level of attribution potentially sup-
plies useful information for the next level of attribution that follows.

• Attribution level IV refers to attribution of an act to the organisation sponsoring the
act. Again, this level of attribution requires a combination of technical and other
intelligence approaches.
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The source of an attack is also analysed from multiple perspectives. Dobitz and colleagues
[77] identified three categories of cyber offenders: individuals (which includes recreational
hackers, criminals, and political or religious activists), groups (which includes adversarial
groups, organized crime groups and terrorist groups), and states (which includes rogue
and developing nations). With respect to the level of state sponsorship, cyber offenders
are classified into no state affiliation, state allowed, state funded and state directed [77].
According to Dr. Lawrence Gershwin, the U.S. National Intelligence Officer for Science,
there are five categories of threat actors that threaten information systems: hackers (i.e.,
those engaged in attacks out of hobby and not having the tradecraft or motivation to
pose a significant threat), hacktivists (i.e., those engaged in attacks for the purpose of
propaganda), industrial spies and organized crime groups (i.e., those primarily motivated
by money), terrorists (i.e., those still largely resorted to conventional attack methods such
as bombs), and national governments or nation states (i.e., those with the resources and
time-horizon to cause significant damage to critical infrastructure) [3].

In this survey, I broadly define attribution of spear phishing as any attempt
to infer the identity or characteristics of the source of a spear phishing attack
where the source of an attack can be any of the entities defined in the four
levels of attribution above16. This definition has been chosen deliberately to
encompass the diversity of work on attribution that is potentially applicable
to different aspects of spear phishing.

Regardless of how the attribution problem is defined, however, there are unavoidable
obstacles that any attempt to attribute a spear phishing attack in particular, and a cyber
offence in general, must face. The next section gives an overview of such obstacles.

2.4 The challenge of attribution

Attribution of a conventional crime is a very difficult task. Attribution of a cyber crime
is often even harder, since many relevant standards in the physical world do not apply in
cyberspace17. Attribution of spear phishing is not an exception in this regard — it faces
many obstacles. These obstacles are roughly grouped into different categories as follows.

2.4.1 Technical obstacle

One way to attribute a spear phishing attack is to determine the source of the phishing
email (i.e., the email address of the account from which the phishing email is sent, or the
IP address of the machine from which the phishing message originates). Unfortunately,
efforts to identify the source of a phishing message are greatly hindered by anonymity — a
notorious, but in some respects very desirable, feature of the Internet. The Simple Message

16For the sake of simplicity, throughout the survey I address the originator of a given attack in a
singular form, i.e., there is an attacker, or an organisation (group) responsible for a given attack, and
other individuals involved in the commission of the attack are considered his/her accomplices.

17The challenge of attribution is much discussed in the literature. Please refer to [56, 134, 62] for a
deeper discussion of this topic.
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Transmission protocol (SMTP) for transferring emails and the destination-oriented rout-
ing mechanism of the internet for transporting network packets do not use, and thus do not
verify, the source address of messages they receive and transfer. This allows an attacker to
spoof a source IP or email address at will. In the case of IP address spoofing, the true IP
address can be, in principle, recovered by backtracking (or traceback): reconstructing the
path of a message, starting from the victim and progressing toward the attacker. However,
the distributed management of the internet, which allows each network to be run by its
owner in accordance with a local policy, and the use of network address translation (NAT)
devices which hide the true IP addresses of the machines on the network, together with
the stateless message routing protocols, the use of dynamic IP addresses and so forth, all
present hurdles for determining the origin of an internet message. Greater hurdles are set
up when ‘stepping stones’ are utilised: for instance, email messages are sent via an open
relay, attacks are cascaded through a series of intermediary hosts, using software such as
SSH, Telnet and rlogin. These hurdles become even more formidable if an attack is re-
layed through a zombie-net or an autonomous system. A zombie-net is a (potentially very
large) number of compromised machines under the control of a remote attacker who either
owns or rents the zombie-net. In contrast, autonomous systems (e.g., Tor) are intention-
ally designed to provide anonymity and privacy to legal users (e.g., intelligence agencies,
activists and dissidents), but have unintentionally served as stepping stone platforms for
the hiding of the identity of criminals. There are thousands of compromised hosts in a
zombie-net and up to 800 distributed servers in Tor around the world [118]. An internet
message relayed through machines in these systems would be very difficult to traceback
to its source.

The difficulty of the attribution problem is escalating further when zombies are used
as proxies to back-end machines (or mothership) accommodated by rogue networks owned
by Internet companies and service providers affiliated with criminal organisations. Such
rogue networks are responsible for a range of malicious activities ranging from (i) providing
bullet-proof hosting services18 which are often used to serve exploits and malware for the
purpose of phishing/spear phishing [156], to (ii) sending unsolicited emails and hosting
phishing websites. Examples of rogue networks include the Russian Business Network (c.f.,
[26] and [171]) and more recently the US-based company Atrivo (c.f., [10] and [172]). When
these rogue networks are used to serve exploits and malware (known as malware networks),
the attackers can implement a sophisticated command and control infrastructure between
the command and control servers and the zombies, which make mitigation, prevention
and attribution of targeted malware-based attacks very challenging. As documented in
[33], one such malware network implements multiple layers of control. The first layer
of control used blogs, newsgroups, and social networking services (e.g., Twitter, Google
Groups19, Google Blog20, and Blog.com21) as means of direct and persistent control of
zombie machines. When zombie machines accessed these services, they were informed of,
and then received commands from, servers in the second layer of control which are often
located in free web hosting providers. When the command and control servers in the
second layer were ‘taken-down’, zombie machines would receive commands from the social

18Bullet-proof hosting services refer to the services that continue to persist even after the hosted resources
are found to be malicious or illegal.

19Google Group. http:www.groups.google.com.
20Google Blog. http://www.googleblog.blogspot.com.
21Blog.com. http://www.blog.com.
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networking layers in order to establish a connection to the dedicated and very stable servers
in the third layer of control located in the People’s Republic of China (PRC). Not only
does such a rogue network contribute to undermining efforts to defend against advanced
malware-based attacks, but they also perplex any attribution attempt.

2.4.2 Social obstacle

Various ideas about how to add attribution capability to the internet infrastructure have
been proposed. However, it is commonly believed that implementing such an idea on a
global scale would be extraordinarily difficult due to privacy concerns. Furthermore, attri-
bution capabilities, even if implemented in practice, could be misused by non-democratic
governments to facilitate human right abuse and to suppress freedom of speech. To obtain
user acceptance of attribution, it is important not to totally relinquish anonymity, but
rather to achieve an appropriate balance between anonymity and attribution — a great
challenge in itself.

2.4.3 Political obstacle

Due to the global nature of cyberspace, attacks are often cross-border and cross-country, so
performing attribution of a cyberspace attack is likely to require international cooperation.
It could be very hard to convince a foreign state to cooperate, especially if that foreign
state is a hostile party of, or in political conflict with, the requesting state.

2.4.4 Legal obstacle

Cyberspace attacks are also cross-jurisdiction. Achieving successful collaboration between
jurisdictional systems in order to attribute these attacks is by no means simple — many
jurisdictions do not have adequate cyber law; more seriously, some jurisdictions even
support cyber gangs for nefarious purposes.

2.4.5 Economical obstacle

Monetary cost associated with implementing attribution technologies causes various par-
ties to hesitate. From the perspective of technology users, many of the users are not
willing to bear the cost of attribution investment — a tangible cost for an ‘intangible’ and
distributed benefit. From the perspective of technology manufacturers, many of them are
cautious about increasing the cost of a product to add an attribution capability (which is
required by only a small portion of the market) and risking the loss of market share to its
competitors who offer similar products (without attribution, of course) at a lower price.

2.4.6 Psychological obstacle

Last, but most importantly is conscious deception, a phenomenon which, to various ex-
tents, is involved in almost every cyberspace offence. If deception techniques are to be
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exhaustively exploited, they can potentially offset all attribution efforts. In the presence
of deception, it is possible for technologically and scientifically accurate attribution results
to be totally incorrect with respect to revealing the truth behind an attack. For instance,
even if many pieces of evidence indicate that a nation is the source of an attack, one
should abstain from making any definitive judgment on the basis of this evidence because
the evidence might simply be the product of a deceptive scheme to put blame on that
nation (false flag).
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3 Spear phishing attribution problem

In light of the difficulties presented in the previous section, what is the outlook for attri-
bution of spear phishing? Some might argue that spear phishing attribution is essentially
an infeasible task and has no practical usefulness. However, though it is true that the
practicality of attribution of spear phishing needs to be studied and verified, this point
of view is perhaps over-pessimistic. Indeed, as I will now attempt to show, attribution
of spear phishing is an important task and worth pursuing, regardless of the presence of
numerous obstacles some of which may never be possible to overcome.

• As an advanced form of cyber attack, spear phishing inevitably presents significant
hurdles to any attribution effort. However, by the same token, the complex nature
of an attack of this type often leaves ample opportunity for one to recover, at least
in part, the digital trail left behind by the attacker. For instance, many of the
challenges of attribution presented above are commonly discussed in the context
of distributed denial of service attack (DDoS) whose tangible evidence, observable
by the victim, is only a large amount of useless traffic. In contrast, a typical spear
phishing attack provides far more substantial evidence: it usually consists of multiple
components (i.e., Target, Lure, Hook and Catch) each of which potentially reveals a
signature, writeprint, thumbprint, characteristics or other information pertaining to
the attacker (as the reader will see in later sections of the survey).

• In a focused view, attribution involves identifying the exact (single or collective)
individual associated with a spear phishing attack in order to bring a lawsuit against
that individual. This requires a piece of evidence that is brought against a suspect
to achieve a sufficient degree of certainty, that is, beyond reasonable doubt. In other
words, the evidence must be of ‘forensic quality’ [56]. This attribution task can
be extremely difficult. In a broader view, national security agencies are concerned
with advanced persistent threats (APTs)22, and interested in obtaining intelligence
information. In this scenario, attribution information that allows the inference of
any knowledge about the criminal (e.g., motive, intent and characteristics) behind
a spear phishing attack is valuable. For instance, one may infer from an attribution
result stating the spear phishing scheme is highly-crafted and directed at the defence
department with the goal of exfiltrating classified data that the attacker is more likely
to be a hostile party or a nation state who desires political advantage, rather than
a recreational hacker or a script kiddie who desires fame or personal enjoyment.

• IP spoofing and anonymity is commonly thought of as being one of the biggest
hindrances to the prospect of tracking. However, only cyberspace attacks that are
primarily designed for one-way communication (e.g., a DDoS attack whose only goal
is to flood the target with useless traffic) may plausibly use only invalid IP addresses.
Spear phishing, as well as other types of identity theft and espionage, must support
two-way communication. Therefore, even though IP spoofing is a technique that is
predominantly utilised in spear phishing, it is usually the case that there is at least
one step in the attack involving the use of a valid IP address: the step when the

22APTs refers to orchestrated activities to gather intelligence on particular individuals or institutions
[33].
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stolen information is downloaded and accessed by the phisher. A tracking method
that checks this step can potentially reach the phisher or his/her accomplice.

• Due to deception and other factors, it is often the case that a single method will not
suffice for the attribution task in question. However, if one is assisted by a variety of
attribution techniques, an integral implementation of these techniques can mitigate
the weaknesses of each individual technique, strengthen inference, and thus increase
the significance level of the result that is obtained.23

As discussed above, it seems unlikely that there exists a universal end-to-end attribu-
tion method for spear phishing, and likely that a feasible solution will come from efforts
to integrate the individual attribution techniques that are available. Interestingly but not
surprisingly, however, an extensive search for literature directly addressing attribution of
spear phishing reveals very few relevant results — perhaps this is partly due to the fact
that spear phishing is a relatively new form of exploitation. The lack of relevant search
results does not necessarily reflect a lack of methods and techniques, but it does indicate
the necessity of analysing attribution of spear phishing in a larger context and speculating
on what related domains may offer to assist in the carrying out of this task. To this end,
spear phishing attribution finds itself at the intersection of diverse research disciplines. Di-
rectly relevant are attribution techniques for cyber attacks (which includes subfields such
as attribution of DDoS, attribution of network intrusion, and attribution of spam/phishing
attacks), as well as techniques in email and software forensics. Outside the cyberspace
realm are authorship attribution (a classical field in literary studies and linguistics) and
criminal profiling. With respect to the computational aspect of attribution, the fields of
data mining and machine learning offer a wealth of techniques concerned with collection
of data and automation of analysis processes. It is obviously advantageous for an attri-
bution task to capitalise on existing approaches. But the staggeringly large number of
available heterogeneous/homogeneous and complementary/alternative attribution-related
techniques, from a wide range of research fields, is potentially bewildering, and leaves an
attribution practitioner facing difficult decisions regarding which attribution techniques to
choose for which parts of a spear phishing attack, as well as how to interrelate/integrate
the attribution results from the different parts in order to apprehend the ultimate threat
actor. This mandates that practitioners adhere to a sound methodology in carrying out
the attribution task. Section 8 in the survey discusses such a methodology.

23The principle ‘garbage in, garbage out ’ applies here, of course: a combined attribution result is not
always more reliable than any of its constituent individual results. It is therefore critical for the set of
techniques to be chosen well, and for the obtained results to be combined and interpreted with care.
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4 Review of foundational methods relevant to

the attribution of spear phishing

The majority of the attribution methods pertaining to spear phishing are indeed new
incarnations of old theories. As the reader will observe below, various pieces of spear
phishing evidence are wholly or partly presented in a textual form (e.g., a phishing email,
a phishing website, or a malicious piece of source code); methods to determine the author
behind such evidence heavily draw on the concepts, theories and empirical analyses accu-
mulated in a well-established research discipline called authorship attribution, as well as
its related area text categorisation. At the same time, computational techniques for attri-
butional analysis, and for constructing an attacker profile, would make use of well-studied
classification and clustering methods in statistics and machine learning.

To avoid perplexing readers with scattered and out-of-context descriptions of the rel-
evant methods offered by the mentioned research disciplines, the next three sections are
devoted to a discussion of the methods in a big picture of their respective research field
and in a coherent manner. The methods collectively represent a foundation from which
many attribution methods applicable to spear phishing are stemmed. The sections are
also intended to serve as a reference point to help understand the attribution techniques
presented in the subsequent sections of the survey.
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5 Authorship attribution

This section presents the fundamentals of authorship attribution in the realm of natural
languages. An introduction to authorship attribution will be presented, followed by a brief
review of representative techniques in the literature.

5.1 Introduction to authorship attribution

With or without being aware of it, source checking is what one usually does before reading
a piece of text. This is due to the fact that knowledge of source influences one’s thought,
respect and judgement about the text being read. In most circumstances, information
about the source is obtained directly (exogenous information), e.g., it is displayed on
the cover of a book, embedded in the header of an email, verbally informed by another
person, or easily ascertained via the handwriting of the text. In a few specific cases, this
information is not available, but a reader usually wishes to have knowledge about the text’s
author. Supposing that the person has an anonymous text — and that is all the evidence
he or she possesses — can the person attribute the text to its source? This question and
its possible answer are fundamentally the motivation and goal of authorship attribution.
The assumption behind author attribution is that a piece of text being anonymous does
not necessarily mean that it is untraceable. In brief, author attribution aims to leverage
the characteristics intrinsic to a piece of text (endogenous information) in order to derive
the identity or characteristics of its author.

Authorship attribution is difficult. The challenge of this topic is reflected in the fact
that author attribution has a very long history — it has been extensively investigated
throughout the past two centuries — but until now a consensus regarding the best tech-
niques to use has not emerged [147]. Despite the tremendous amount of research and
a lack of standards, author attribution continuously develops along with the evolution of
language; nowadays it still receives considerable attention. Historically, author attribution
was first examined in literary studies and linguistics as a specialised branch of stylome-
try, an area which studies variations in language and measurement of linguistic styles.
At present, authorship attribution may be regarded as an overlapping of stylometry and
text categorisation (see Section 6). While authorship attribution in traditional settings is
interested in associating an author’s life and mindset with his writing — ‘[t]he author still
reigns, in histories of literature, biographies of writers, interviews, magazines, as in the
very consciousness of men of letters anxious to unite their person and their work through
diaries and memoirs’ [17] and ‘the explanation of a text is sought in the person who
produced it’ [17] — authorship attribution in modern settings mostly focuses on seeking
accountability on the part of those who are authors of textual pieces of evidence, e.g., as
witnessed in cases involving plagiarism, intelligence, criminal and civil law, and computer
forensics.

Irrespective of the differences in goal and motivation, applications of authorship attri-
bution rely on a common set of methods which are described below.
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5.2 Techniques for authorship attribution

A traditional (qualitative) approach to address the problem of authorship dispute in the
old times was based on knowledge and judgement of a human-expert (human-expert-based
methods). It was not until the late eighteenth century that computational analysis of writ-
ing style was first attempted; since then study of authorship in a computational manner
has been ceaselessly developing. Attribution methods proposed in such settings collec-
tively constitute the subject matter of computational/quantitative authorship attribution,
or authorship attribution, nowadays.

Human language is highly complex. The complexity, creativity, flexibility and adapt-
ability of human language makes it already a challenge to directly examine text to deter-
mine its authors based on the expertise and experience of a human expert. In order to
operationalise these analysis procedures, it is necessary to have a non-conventional model
of text. To this end, (quantitative) authorship attribution is grounded on a simple model
in which text, instead of being perceived as a means to communicate passion, ideas and
information, is viewed simply as a sequence of tokens (e.g., words) governed by certain
rules. Within this simple model, a sufficient degree of variations of language usage is
captured, for instance, a token can have different properties, different lengths, and can be
instantiated to different values; or, tokens can be grouped in a variety of ways and their
values have irregular distribution in the text. This band of variation allows for human
choice in using the language to be measured.

Given the model described, numerous ways to measure human writing styles are, at
their most general sense, instantiations of an abstract procedure which consists of the two
following phases:

• Feature selection: the first step in authorship analysis is the identification of the
feature set of interest. This step involves selecting features as textual measurements
(e.g., average word-length, sentence-length, word distribution) whose values can dis-
tinguish between different authors, and compute values for the measurement for each
piece of text, including the anonymous text — this, in effect, transforms every piece
of text in consideration to a vector of features, and

• Attributional analysis: the space of feature vectors that results from the feature
selection phase is processed in some way (e.g., by computing similarity or distance
among the vectors) to associate an anonymous text to an author.

There exists a number of surveys relevant to authorship attribution in the literature.
Joula [147] published an excellent survey on authorship attribution which currently serves
as a reference for a large amount of work in the field. Grieve [114] provides a comparative
assessment of different features for attribution efficiency for traditional text. Stamatatos
[279] conducted a comprehensive survey on authorship attribution methods in modern
settings. A review of authorship attribution is also included in a paper by Koppel and
colleagues [168]. The discussion that follows is loosely based on the mentioned work.
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5.2.1 Feature selection

A main goal of this phase is to select features that have values consistent across a collection
of text by an author, but varying across pieces of text by different authors. Proposals for
feature selection to date include:

• features based on (i) lexicon (word, word properties or sentence), (ii) characters
(such as graphemes(A, B, C, ...) , digits(1, 2, 3, ...), whitespace(‘ ’) , symbol (#, &,
*, ...) and punctuation marks (., ?, ,, ...)), (iii) syntax (colocation of words, adjective
phrases, adverb phrases, ...), and (iv) semantics (meaning conveyed via use of words
and phrases), and

• application-specific such as those relating to structure and domain-specific vocabu-
lary.

The mentioned textual features are also referred to in the literature as stylometric/stylistic
features or stylometric/stylistic markers. In this survey, I refer to the lexical, character-
based, syntactic and semantic features collectively as linguistic features and all different
types of features in general as stylistic features. Selection methods pertaining to linguis-
tic features are presented below; for each of the methods, a brief explanation together
with some representative work are included. Application specific features are also briefly
introduced and will be discussed in more detail in Section 11.2.

5.2.1.1 Lexical features The early work on authorship attribution in the late 18th
and early 19th centuries was focused on attributing the literary work (typically in the
form of poetry and drama) of Shakespeare. These efforts are mainly based on metric and
rhythm such as frequencies of end-stopped line, double endings and rhyming lines (c.f.,
[305]).

The late 19th century witnessed the growth of authorship attribution out of the realm
of poetry and drama, and embraced the first appearance of attribution methods based
on lexical features. This series of work is initiated by De Morgan [69] who determined
authorship via comparison of the average word-lengths of an anonymous text and the
known texts. Morgan’s effort was followed by Mendenhall [205, 206] who improved on
the simplistic average word-length feature by computing the statistics for the entire word-
length distribution. Though the methods were adopted by other researchers at the time,
word-length in general did not gain sufficient popularity because it is sensitive to the
differences of the subjects and languages rather than the differences in authorship.

The next lexical features that were studied are based on sentence-length: instead of
using average word-length and word-length distribution, Eddy [85] and other researchers
[309, 314, 315] investigated textual measures based on average sentence-length and sent-
ence-length distribution. Sentence-length also has its pitfalls, the most notable among
which is that the variation of sentence-length across texts by a single author is generally
large, which in some cases overlapped with the variation of sentence-length across texts
by different authors.

Receiving less attention are features based on contractions (e.g., in’t vs in int, o’the vs.
of the, and on’s vs. on us) [95] which counts the occurrences of different contraction types
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and uses them to distinguish texts written by different authors. Frequencies of punctuation
marks such as periods, question marks and colons in addition to other attribution features
was also studied in [53, 225].

The next lexical features to be presented, which turned out to be more effective than
they might seem are those based on ‘errors’. For instance, the list of error-types used
for quantification of error-based features are taken verbatim from [227] as follows: (1)
Spellings, (2) Capitals, (3) Punctuation, (4) Paragraphing, (5) Titles, (6) Person, (7)
Number, (8) Case; (9) Pronoun and antecedent ; (10) Verb and subject ; (11) Modd, (12)
Tense; (13) Voice; (14) Possessives; (15) Omissions; (16) Interlineations; (17) Erasures;
(18) Repetitions; (19) Facts or statements. Though errors are used as a means of identi-
fying authorship in modern forensic document examination, one should keep in mind that
in the same way as a person’s vocabulary is enriched with time, spelling/grammar errors
and mistakes are likely to be corrected over time.

Vocabulary richness [123, 315] is another textual measure used to capture the writing
style of an author based on an assumption that each author has a preference for usage
of certain words in his/her vocabulary. Here, vocabulary richness is computed as a single
measure which is either a ratio of the number of word-tokens to the number of word-types,
or a ratio of the length of the text to the size of the text’s vocabulary.

Since the univariate analysis carried out in vocabulary richness is deemed not adequate
to capture the richness of the vocabulary, Smith [197] proposed a multivariate analysis for
vocabulary richness in which frequencies of individual words are measured and analysed.
For instance, Ellegard [88] compiled a list of words, calculated the ratio for each of the
words from the text corpus of an author, and selected those that are, to a certain extent,
most representative of that author. The selected values would then be compared with
the corresponding values obtained from the anonymous text. Prima facie, univariate and
multivariate analyses on vocabulary richness seem plausible methods; however (again),
the assumption on which they are based has a fundamental flaw: the frequencies of words
are more likely to vary according to the subject rather than the author. This recognised
drawback reflected the necessity of content-independent features. To this end, Mosteller
and Wallace [217, 218, 219] introduced the use of frequencies of function words24 as textual
measures. Their work is considered one of the most influential work on lexical features,
and a seminal work for non-traditional authorship attribution. Not only being content-
independent, function words implicitly capture syntactic information, and often occur at
higher frequencies in a piece of text. Function words have been used for attribution of
the Federalist papers25 [217, 218, 219], and since then have received significant attention.
Nowadays, function words are still among the most popular features used in conjunction
with other measures.

5.2.1.2 Character-based features Instead of looking at the whole words, character-
based features are focused on the constituents of a word. The first authorship indicators

24In contrast to content words, function words are used to express grammatical relationships. Examples
of function words include conjunctions (and, thus, so, . . . ), prepositions (at, by, on, . . . ), articles (a, an,
the, . . . ) and quantifiers (all, some, much, . . . ).

25The Federalist Papers currently serves as a conventional benchmark for the evaluation of authorship
attribution methods.
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of this type are those concerned with graphemes. Grapheme features based on frequencies
of characters of the alphabet were first proposed by Yu [315]. This idea was then further
studied in much detail by Merriam [207, 208] who demonstrated that graphemes can be
a potentially useful indicator for authorship. For example, Merriam [208] showed that
the relative frequency of the letter O seemed to distinguish between the two authors
Shakespeare and Marlowe: all 36 of Shakespeare’s plays has a relative frequency of O over
the score of 0.78, and 6 out of 7 plays by Marlowe has a relative frequency of O under
the score of 0.078. Although work on graphemes empirically demonstrated some success,
graphemes are not widely accepted as textual measures in the authorship attribution
community, partly due to the lack of well-founded and intuitive reasons associated with
the technique.

Receiving much more attention are character-level n-grams — tokens containing n
continuous characters. With this definition, y, e, s are 1-gram tokens, and y, ye, es
and s are 2-gram tokens, of yes. The most pronounced feature of n-gram analysis is
that it can be performed across languages. Keselj and colleagues [154] used this method
and demonstrated the success in distinguishing between sets of English, Greek and Chinese
authors. An impressive degree of accuracy achieved by n-gram techniques is also presented
in [57, 239]. The success of n-grams lies in (a) its provisions of language independence, (b)
its implicit capture of the essence of other lexical and character-based methods such as
frequencies of graphemes, words and punctuation, (iii) its ability to work with documents
of arbitrary length, and (iv) its minimal storage and computational requirements.

N-grams can be used at different levels: word (colocation of words), character, byte
(c.f., [103]) and syntactic (c.f., [2]), and have been used in a variety of applications such
as text authorship attribution, speech recognition, language modelling, context sensitive
spelling correction and optical character recognition [102].

5.2.1.3 Syntactic features It seems intuitive that the writing style of a person is
more strongly connected to features at the syntactic level, rather than at the lexical level.
For instance, authors are likely to have different preferences regarding the construction of
sentences (complex or simple), the voice of verbs (active or passive), the use/construction
of phrases (e.g., noun phrases, verb phrases, adjective phrases, and adverb phrases), and
the use of parts of speech (e.g., noun, pronoun, verb, adjective, adverb and proposition).
The fact that syntactic features are believed to more faithfully represent the writing style
of a person, together with the success of function words26, have motivated efforts to inves-
tigate syntactic information as linguistic features for authorship attribution. Stamatatos
[279] compiled a list of attributional studies that used syntactic features. For example,
Baayen and colleagues [14] as well as Gamon [104] used rewrite rule frequencies as syn-
tactic features; researchers in [279, 277, 122, 191, 294] attempted to extract syntactic
information (e.g., noun phrases and verb phrases) and used their frequencies and lengths
as syntactic features, researchers in [104, 159, 176, 317] investigated the use of frequencies,
and n-gram frequencies, of part-of-speech (POS) tags27; Koppel and Schler [159] based

26Since function words naturally exist in many syntactic structures, they are also considered syntactic
features.

27A POS tag is assigned to each word-token in the text and indicates morpho-syntactic information
relevant to the word token.
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their attribution methods on syntactic errors such as sentence fragments and run-on sen-
tences; and Karlgen and Erilsson [151] made use of adverbial expressions and occurrence
of clauses within sentences. The use of syntactic features in conjunction with lexical and
character-based features has been demonstrated to enhance the accuracy of attribution
results. However, the efficacy of methods using syntactic features as features rely on the
availability and accuracy of a natural language processing (NLP) tool. There are in fact
some attribution methods using syntactic features that achieved unsatisfactory results due
to the low accuracy of the commercial spell checker utilised to extract desired syntactic
information (cf., [159]).

5.2.1.4 Semantic features Only a few attempts are directed at using semantic in-
formation as textual features. The limited number of efforts devoted to semantic features
is due to the difficulty in extracting reliable and accurate semantic information from text.
Nevertheless, Gamon [104] developed a tool that produced semantic dependency graphs
from which binary semantic features and semantic modification relations are extracted to
be used in conjunction with lexical and syntactic information. McCarthy and colleagues
[201] presented an idea of using of synonyms, hypernyms, and causal verbs as semantic
information for a classification model. Finally, Argamon and colleagues [9] conducted an
experiment of authorship attribution on a corpus of English novels based on functional
features, which associated certain words and phrases with semantic information.

Since there is no single feature selection that is incontrovertibly superior than other fea-
tures, good results are likely to come from the analysis of a broad set of features, as well
as the reported result and recommendations offered by existing work in the literature, to
carefully select the features that are most suitable for the task at hand. In this regard,
Grieve conducted a comprehensive evaluation of methods based on many of the lexical,
character-based and syntactic features [114]. More specifically, Grieve [114] compared the
results of thirty-nine methods based on most commonly used linguistic features carried out
on the same dataset, and suggested the likely best indicators of authorship. According to
this study, attribution based on function words and punctuation marks achieved the best
results, followed by methods based on character-level 2-grams and 3-grams. Motivated by
the fact that the combination of words and punctuation marks achieved an even better
predictive performance than the sole use of n-grams, Grieve devised a weighted combina-
tion algorithm that combines sixteen methods based on the linguistic features with the
most successful results, where the significance of each individual method is weighted ac-
cording to the performance it achieved in the experiment. The algorithm was reported
to successfully distinguish between twenty possible authors, and distinguish between five
possible authors with over 90% accuracy. Grieve [114] concluded that the best approach
to quantitative authorship attribution appeared to be one that is based on the results of
as many proven attribution algorithms as possible. It should be noted, however, that the
feature selection is dependent on author and text genre. The best features for one author
may be different for another.

5.2.1.5 Other types of features Content-specific features are heavily used in text
categorisation (see Section 6), but are somewhat discouraged from use in research on
authorship attribution due to the potential classification bias resulting from the influence
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of content-specific features on classifiers to categorise texts according to the topics, rather
than to the authors. However, in a controlled situation (e.g., pieces of text belonging to
the same domain or genre), content-specific features can be useful in discrimination among
authors.

Many kinds of modern text (such as email, webpage, representation and computer
code) have customised structure and layout. Features based on the structure and layout
(structural features) of a piece of text may provide a strong indication of its author (e.g.,
software programmers tend to have different preferences in the manner they structure
their code with respect to indentation, commenting and naming). Also, words in a piece
of text can be morphologically related (such as run, ran and running) or unintention-
ally/intentionally misspelled (such as phishing and fishing), which necessitates a type of
feature that captures this type of information — hence, one has orthographic features.

Finally, metadata (such as names of the author and the developing tool displayed in
the properties of a digital document, or information about the sender and travelling path
of an email provided in its header) also serves as an important cue to authorship. Though
metadata is often tampered with during commission of cyberspace offences, it still plays
a role, and should not be entirely overlooked, in attribution of a digital item.

The types of features presented in this section will be discussed in more detail in Sec-
tions 11.2 and 11.3. The most developed automated authorship attribution tool publicly
available is JGAAP28 developed by a research group led by Patrick Juola [148]. Core
functionalities provided by JGAAP includes textual analysis, text categorisation and au-
thorship attribution.

5.2.2 Attributional analysis

Attributional analysis involves examining a space of feature vectors, each corresponding to
a piece of text, for the purpose of determining authorship for an anonymous text. Taking
as input the space of feature vectors, a basic algorithm would first combine multiple vectors
belonging to an author into a profile, which can be simply done by averaging the values
of each feature item across the vectors. The algorithm then compares the feature vector
corresponding to the anonymous text with each of the author profiles, making use of
simple statistical methods such as chi-squares (see Section 6.2.1), to determine which pair
is the closest match. This type of algorithm and the alike are considered computer-assisted
methods. The relatively recent adoption of machine learning algorithms has opened a new
horizon for authorship attribution: that of embracing attribution problems of a larger
scale and with a higher degree of difficulty; and of addressing the problems in a more
efficient computer-based automated manner. Since techniques in machine learning are
cornerstones of many authorship attribution methods discussed in this survey — not only
those based on textual evidence — they merit a separate discussion (see Section 7).

28JGAAP is available for download at http://evllabs.com/jgaap/w/index.php/Main_Page.
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6 Text categorisation

The task of authorship attribution essentially involves categorising pieces of text accord-
ing to human writing style (or style-based text categorisation). In a very broad sense, text
categorisation studies the bidirectional mapping between a domain of documents and a
set of predefined categories (e.g., discussion topics, genres or genders). A mapping from
a document to categories, i.e., identifying all the categories for a given document, is re-
ferred to as document-pivoted categorisation. Conversely, a mapping from a category to
documents, i.e. finding all the documents belonging to a pre-defined category, is known
as category-pivoted categorisation. Generally, text categorisation is content-based (i.e.,
categorisation is performed based on the information extracted from the contents of doc-
uments), and thus it utilises a wide range of techniques from information retrieval29. In
modern settings, text categorisation is automated. Therefore, like authorship attribution,
computational methods for text categorisation are built on techniques from statistics and
machine learning. Text categorisation has been applied in a range of applications includ-
ing automatic indexing for Boolean information retrieval systems, document organisation,
text filtering, word sense disambiguation, and hierarchical categorisation of Web pages
[263].

Since text categorisation possesses efficient methods to store, retrieve and handle a
large number of documents each of which potentially consists of a large number of fea-
tures, methods studied in text categorisation may be useful in assisting many subtasks of
attribution of spear phishing where documents are replaced by emails, malicious software
code, or attacker profiles. The literature of text categorisation is extensive. In this section,
I aim to summarise the fundamentals of text categorisation to assist the reader in appre-
ciating various attribution techniques (including authorship attribution) discussed in the
survey that explicitly/implicitly make use of methods investigated in this paradigm.

In general, a text categorisation procedure consists of three global steps: feature ex-
traction, dimensionality reduction, and text categorisation, respective descriptions of which
are given below.

6.1 Feature extraction

Feature extraction comprises the steps that are needed to transform raw text into a repre-
sentation suitable for the categorisation task. This phase corresponds to feature selection
in authorship attribution. The term extraction is used to emphasise the fact that text
categorisation is content-based and thus a list of features are dynamically extracted from
the text. The steps of feature extraction are presented below.

• Preprocessing: preprocessing involves activities to remove ‘noise’ from a document
to be categorised, including (i) removal of HTML (and other) tags, (ii) removal of
‘content-free’ words, or stopwords, (e.g., function words), and (iii) performance of
word stemming, or restoring the root of a word, (e.g., went, gone and going are

29Information retrieval investigates methods to retrieve desired information from a large volume of text
documents.
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Table 1: A list of weighting methods utilised in text categorisation.

Boolean weighting: let the weight
be 1 if the word occurs in the docu-
ment and 0 otherwise.

aik =

{
1 if fik > 0
0 otherwise

Word frequency weighting: let
the weight be the frequency of the
word in the document

aik = fik

tf×idf-weighting: incorporates
into the weight the frequency of
the word throughout all documents
in the collection, in addition to
the frequency of the word in the
document.

aik = fik × log( N
ni

)

tfc-weighting: takes into account
the different length of documents,
in addition to the frequency of the
word throughout all documents in
the collection, and the frequency of
the word in the document.

aik =
fik×log

(
N
ni

)√∑M

j=1

[
fjk×log

(
N
nj

)]2

ltc-weighting: modifies tfc-
weighting and uses the logarithm of
the word frequency.

aik =
log(fik+1.0)×log

(
N
ni

)√∑M

j=1

[
log(fjk+1.0)×log

(
N
nj

)]2
Entropy weighting is the most
sophisticated and effective scheme
which measures the uncertainty of a
word. Entropy weighting is -1 if the
word is equally distributed over all
documents, and 0 if the word occurs
in only one document.

aik = log(fik + 1.0) ×(
1 + 1

log(N)

∑N
j=1

[
fij
ni
log
(

fij
ni

)])
where 1

log(N)

∑N
j=1

[
fij
ni
log
(

fij
ni

)]

converted to go). Each document is then transformed into a vector of frequencies of
words extracted from the document.

• Indexing: indexing involves determining the weights of a certain word in a certain
document (in the form of a feature vector). Various weighting methods have been
proposed (see Table 1) which are based on the two following arguments:

– a high number of occurrences of a word in a document suggested a strong
relevance of the word to the topic of the document, and

– a high number of occurrences of a word in all documents discounts the usefulness
of the word in discriminating between the different documents.
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6.2 Dimensionality reduction

A conventional way to present the transformed document is the vector space model [258].
In this model, all the documents are represented in a word-by-document matrix (informally
referred to as a bag of words), in which each entry represents the occurrences of the word
in a document. Since the vocabulary used in different documents is often diverging, a
word-by-document matrix tends to be very large and sparse. This poses a difficulty to
classification algorithms. One solution to this problem is to reduce the dimension of the
original feature vectors that represent the documents, through either feature reduction or
feature transformation.

6.2.1 Feature reduction

The most straight forward approach to reduce the number of features (i.e., words) repre-
senting a document is to discard features that are less informative to the categorisation
task. Feature selection can be simply done by selecting features with frequency exceeding
a pre-defined threshold (frequency thresholding), or measure how relevant the features are
using a variety of techniques including Shannon entropy and chi-square statistics.

• Shannon entropy is originally a method in information theory that measures the
uncertainty associated with the value of a certain variable. Shannon entropy can be
applied to measure the informativeness of a word based on the distribution of the
word in all the documents using the following equation:

H(Pw) = −
N∑
i=1

pi,wlog2pi,w

where H(Pw) is the entropy value for the word w, and pi,w is the unnormalised
distribution of the word w over the N documents. A word with a small entropy
value (i.e., a word that is not evenly distributed in all the documents) tends to be
more discriminative while the one having a large entropy value (i.e., a word that is
more evenly distributed in all the documents) is less useful in discriminating among
documents. Therefore, to reduce the number of features representing a document,
only features with low entropy values should be selected.

• Chi-square statistics measure the lack of independence between a specific word
and a specific category, using the following equation:

χ2(w, c) =
N × (Dw

c D
¬w
¬c −D¬wc Dw

¬c)
2

(Dw
c +D¬wc )× (Dw

¬c +D¬w¬c )× (Dw
c +Dw

¬c)× (D¬wc +D¬w¬c )

where Dw
c , D¬wc denotes the number of documents from class c that contain, or do

not contain, the word w, respectively; Dw
¬c, D

w
¬c denotes the number of documents

containing the word w that belong to, or do not belong to, the class c, respectively;
and N is the total number of documents. Words that are independent from the
classes are considered less informative, and consequently are discarded.
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6.2.2 Feature transformation

Instead of eliminating features from a feature vector that represents a document, the fea-
ture vector can be mapped to a new vector with smaller size by merging closely related
features. A cornerstone technique underlying various feature transformation approaches
(such as principle component analysis and latent semantic analysis) is singular value de-
composition.

6.2.2.1 Singular value decomposition (SVD) Given a M ×N word-by-document
matrix A, where M is the number of words, and N is the number of documents, the
singular value decomposition of A is mathematically given by:

AMN = UMMΣMNV
T
NN

where UMM and VNN are orthogonal matrices, ΣMN is a diagonal matrix, and V T
NN is

the transpose of VNN .

The underlying idea of singular value decomposition is that, by breaking down the word-by-
document matrix A into orthogonal and diagonal matrices, it allows for the transformation
of correlated variables into a set of uncorrelated ones. The transformation possesses two
important properties: (i) it reveals various relationships between the original features, and
(ii) it allows for the identification or ordering of the dimensions along which the features
exhibit the most variation. It is these properties that make several approaches to feature
transformation possible.

6.2.2.2 Principal component analysis (PCA) PCA is a popular feature transfor-
mation method that uses SVD to discard features with small variance over the dataset.
Features with more variation in the dataset allow better separation of documents into
categories, and thus are retained.

6.2.2.3 Latent semantic analysis (LSA) LSA is a feature transformation method
that aims to address the two fundamental problems that human languages pose to machine
categorisation: synonymy and polysemy. Latent semantic analysis applies SVD to the
original word-by-document matrix to produce/obtain a function that maps the original
vectors into new vectors of a lower-dimensional space through combination of the original
dimensions (e.g., words with closely related meanings, inferred by looking at their patterns
of occurrence). In practical applications, the mapping function is derived from the training
set and applying it to test documents.
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7 Machine learning

Machine learning is not only considered a mainstay of modern authorship attribution, but
also plays an important role in any attribution-relevant method based on data analysis
such as clustering and classification. Hence a sufficient understanding of the fundamen-
tals of machine learning is a prerequisite to comprehend a wide range of (computational)
attribution methods. However, while treatment of individual machine learning methods
in isolation, as found in published work on attribution and profiling, offers some specific
details, it fails to present the methods in a larger picture of the research field, and in
relation to other approaches and techniques. Also, existing descriptions of machine learn-
ing algorithms from different perspectives using different terms and names, as well as the
overlapping of machine learning and data mining, may also increase the degree of con-
fusion. This section aims to provide a succinct, but systematic and coherent, high-level
presentation of key machine learning schemes important for the tasks of attribution. It
also aims to clarify the mentioned confusions.

7.1 Machine learning and data mining

Machine learning and data mining can be broadly defined as follows:

• Machine learning refers to the study and computer modelling of learning processes
[209],

• Data mining refers to the process of discovering useful patterns, automatically or
semi-automatically, in large quantities of data [311].

Though possessing different definitions, the paradigms of machine learning and data min-
ing are strongly related — it is not uncommon for a method described in the literature
of machine learning to be discussed at the same time as a data mining approach. A fa-
miliar and intuitive example taken from human life may help to enlighten this perplexing
relationship. On entering life, a newborn experiences an entirely unfamiliar world filled
with unknown things. To assimilate within the environment, the newborn needs to make
sense of things around it — in other words, to extract useful information, or patterns,
from a vast amount of data available. The child is said to face a data mining problem
which it addresses via learning30. More specifically, the child uses its innate ability to
learn — to relate things according to their similarities and differences, and to perceive
things through repeated interaction with and within the environment — in order to de-
velop understandings (e.g., recognising the patterns of its mother’s face) and judgements
(e.g., distinguishing its mother from strangers) about the world. Data mining and machine
learning are motivated by the study of these phenomena computationally. Just as the pro-
cesses of extracting useful information from the data available and of learning carried out
by human beings are intertwined, data mining and machine learning are much overlapping
disciplines. Data mining often makes use of machine learning algorithms in addition to

30Definition and analysis of learning is a philosophical topic. In this example, I aim to convey an intuitive
perception of data mining and learning without an intent to explain learning from a philosophical point of
view.

26 UNCLASSIFIED



UNCLASSIFIED DSTO–TR–2865

statistical methods. However while machine learning puts more focus on the theoretical
aspect of automated learning, data mining is mostly concerned with the practical aspects
of the learning processes, especially in circumstances where (i) the dataset is real, large,
and noisy, and (ii) the efficiency and scalability of the learning algorithms is important.
Similarly, machine learning also forms a continuum with statistics with respect to data
analysis techniques. As such, many of the machine learning methods discussed below can
also be referred to as data mining or statistical methods. A large part of the following
section is based on a most recent publication on the topic of data mining by Witten and
colleagues [311]. For a more detailed description of the methods and further references,
please see [311].

7.2 Fundamentals of machine learning

The objective of a machine learning scheme is to learn about a concept, if possible, from a
set of instances (concrete examples of the concept), and produce a concept description. The
concept description is then used to obtain knowledge about unknown matters with respect
to that concept. For example, a machine learning scheme may learn about classification
of Iris flowers by examining features (petal/sepal lengths and widths) of individual Iris
flowers and generate a classification description which can be used to determine the classes
for unseen Iris flowers.

There are four main types of learning. In classification learning, a learning scheme
learns to classify unseen instances from a set of classified instances, as illustrated in the
example above. In associating learning, a learning scheme aims to disclose interesting
association among features. In clustering, instances that have features closely related to
each other are combined together. In numeric prediction, which is a variant of classification
learning, the learning outcome is a numeric quantity, instead of a concrete class. Numeric
prediction, classification, and association learning are sometimes referred to as supervised
learning since their learning process is trained on a set of given examples, and guided by
the actual outcomes of the examples. Clustering is, in contrast, considered unsupervised
learning since no training examples are required. Clustering is usually followed by an
application of another learning scheme (e.g., classification or numeric prediction) to provide
a description of how a new instance should be placed into the classes defined by the clusters.

In operational settings, a machine learning scheme consists of three components: an
input, a learning algorithm, and an output. An understanding of the input and output
of a machine learning scheme is important since characteristics of the input and output
determine the types of learning algorithm operating between them.

7.3 Machine learning input

A machine learning scheme takes as input a set of independent instances of the concept to
be learnt. Each instance is represented as a fixed, pre-defined set of features, or attributes
(e.g., an input Iris flower is given as a set of four attributes: sepal width, sepal length, petal
width and petal length). Values assigned to an attribute can be of different types, two
most popular among them are nominal and numeric. A nominal attributes, also known
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as a categorical attribute, has its value from a pre-specified, finite set of possibilities. A
numeric attribute, also referred to as a continuous31 attribute, takes on real-valued or
integer-valued measures.

7.4 Machine learning output

The learning outcome of a machine learning scheme is a description of the concept whose
instances are given as input. These concept descriptions are also referred to in the liter-
ature as learning models, and in case of classification learning, a concept description is
also referred to as a classifier. Knowledge of the output can be represented in one of the
following forms.

7.4.1 Tables

Tables are the most basic way to display an output from a learning process (in a similar
way it is used to represent an input dataset). Each row of the output table contains a
distinct combination of attribute values (a condition) together with a learning outcome
— a numerical quantity in the case of numeric prediction, and a concrete class in the
case of classification — associated with the condition. To predict a numeric quantity or a
concrete class for an unseen instance, one only needs to look up the appropriate condition
in the table and obtain the outcome associated with the condition.

7.4.2 Linear models

Linear models are another simple way to represent learning output. Here, the output
knowledge takes the form of a linear equation:

PRD = w0 + w1a1 + w2a2 + ...+ wkak

where PRD, a1, a2, ..., ak are variables representing the prediction and attribute values for
a given instance, and the weight factors w1, w2, ..., wk are constant values determined by
the learning process. To test a new instance, the instance’s attribute values are simply
substituted into a1, a2, ..., an, and the evaluated PRD is the prediction value for the new
instance. Since research in the statistical community uses the term regression32 for the
process of predicting a numeric quantity, regression model, or linear regression, are also
used interchangeably with linear model.

As shown above, linear models are naturally fitted to learning problems whose at-
tributes of both the inputs and output are of numerical values. However, it can also be

31Please note that the term continuous in this context should not be interpreted as continuous in the
mathematical sense.

32Again, please note that the term regression in statistics should not be understood/interpreted in its
popular meaning as returning to a former state [311].
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used for binary classification. In this case, instances are grouped into two classes sepa-
rated by the following hyperplane, or decision boundary, defined by the following equation:

w0 + w1a1 + w2a2 + ...+ wnak = 0

7.4.3 Trees

A more sophisticated representation of output knowledge is a tree in which each branch
node represents a choice between a number of alternatives, and each leaf node represents an
outcome which can be of nominal or numerical value. In the former case where outcomes
contain nominal values, each leaf node is said to represent a category (or class), and the
tree is referred to as a decision tree. In the latter case in which the outcomes contain
numeric values, each leaf node is said to represent a predicted numeric quantity, and the
tree is named a regression tree. Testing an unseen instance can be done by successively
evaluating its attribute values at the branch nodes, starting from the root of the tree,
following down the successful branches until a leaf node is reached. The class or numeric
value associated with the leaf node is assigned to the unseen instance.

A decision tree is a more powerful representation than a (classification) linear model
in that it can classify instances into more than two categories33. Similarly, a regression
tree usually produces more accurate results than a (linear) regression model. However a
regression tree generated for a practical problem can be difficult to interpret due to its
cumbersome size. Therefore a more compact and sophisticated representation is achieved
by combining a regression tree and a linear regression into what is called a model tree.
A model tree closely resembles its predecessor regression tree, however single predicted
values contained in the leaf nodes of a regression tree are replaced by regression equations
in a model tree. Figure 2 illustrates examples of linear regression, regression tree and
model tree.

7.4.4 Rules

A common alternative of decision trees for representing output knowledge is rules.

An example of a rule is displayed below:

if petal length = x and petal width = y then class = z

where elements in the if clause are collectively referred to as antecedent, or precondi-
tion, and the element in the then clause as consequent, or conclusion.

The antecedent contains a series of tests similar to those contained in the branch nodes
of a decision tree. In the case of classification, the consequents of rules, which correspond
to leaf nodes of the tree, specify classes or a probability distribution over the classes. As
such, prima facie, rules can be extracted from a decision tree (one rule is generated for

33Though a linear model is naturally suited to binary classification, it can be extended to perform
multiclass prediction.
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each leaf node) and vice versa. However, transformation between rules and a decision tree
faces two problems. On the one hand, rules extracted from a decision tree may be more
complex than necessary. On the other hand, it can be problematic to express disjunction
rules (rules with different antecedents and the same consequent) in a decision tree. While
rules gain popularity due to simple and compact representation of knowledge, intuitive
representation and ease of interpretation are the strengths of decision trees.

Figure 2: An illustration of (a) linear regression, (b) regression tree, and (c) model tree
[311].

Association rules are similar to classification rules except for their ability to predict
values for not only classes, but any attribute, or potentially any combination of attributes.
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Below is an example of a simple association rule:

if petal length = x then petal width = y

Since there is an exponential number of combinations of attributes, a major concern in
implementation of association learning is to restrict the number of association rules in the
learning system. A general guideline is to choose only rules that have a high coverage, or
support, as well as high accuracy, or confidence. The coverage of an association rule is the
number of instances for which it predicts correctly (e.g., the number of Iris flowers that
have petal length = x and petal width = y), and the accuracy is the proportion of the
number of instances with a matched condition that the rule predicts correctly (e.g., the
proportion of Iris flowers with petal length = x that have petal width = y).

7.4.5 Instances

The representations of output knowledge presented above are for eager learning (e.g.,
numeric prediction, classification or association learning). Eager learning tends to produce
a generalisation as soon as instances are given as input. In contrast, a lazy learning (or
instance-based learning) method simply memorises a set of training instances and only
initiates a learning process when an unseen instance needs to be classified. Hence, the
output knowledge is the set of instances itself. To classify a new instance, a learning
algorithm compares the new instance to each of the existing instances using a distance
metric, and the class of the closest existing instance is assigned to the new instance.

7.4.6 Clusters

In classification learning, a classifier is learnt. Likewise, in clustering, clusters are pro-
duced. A clustering output takes the form of a diagram that depicts how instances are
grouped together. There are different types of diagrams representing clusters as shown in
Figure 3 [311]. Which diagram among these to be used depends on the relationship among
the generated clusters, whether they are exclusive (i.e., disjoint), overlapping, probabilistic,
or hierarchical. For example, the diagram in Figure 3(a) is suitable for instances that are
grouped into exclusive subsets; the diagram in Figure 3(b) is convenient for representing
overlapping clusters; the diagram in Figure 3(c) is dedicated for cases where each instance
is assigned a membership probability specifying the extent to which it belongs to each of
the clusters; and the diagram in Figure 3(d), also called a dendogram, is used for clusters
related in a hierarchical manner. A clustering output can be complete or partial. A com-
plete clustering assigns every instance to a cluster, while a partial clustering on the other
hand allows some instances to remain alone.

7.5 Machine learning algorithms

Having presented the types of input and output for a machine learning scheme, this section
presents major learning algorithms that operate between different pairs of input and out-
put. For each type of machine learning scheme, I first present learning procedures/methods
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Figure 3: An illustration of the different types of clusters [311].

in laboratory settings to convey the fundamental principles underlying a range of thematic
algorithms. Then I introduce more robust algorithms applicable to practical settings where
the algorithms need to deal with missing values and noisy data. For ease of exposition, I
denote n the number of input/training instances, a1, a2, ..., ak the k attributes of the in-

stance under discussion, a
(i)
1 , a

(i)
2 , ..., a

(i)
k the attributes of an instance i, and w1, w2, ..., wk

the coefficients (or weights) of a linear expression.

Please note that even though many algorithms in this section are presented for binary
classification, they can be applied to more than two classes.

7.5.1 Statistical machine learning

A simple but efficient and well-known approach in this group is Näıve Bayes. The name
of this method is so coined because it is based on Bayes’ theorem and assumes that all
attributes of the training instances make an independent and equally important contri-
bution to the decision — an assumption which seldom holds in practice (hence, naive).
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Despite its unrealistic assumption, Näıve Bayes has been shown to be an efficient learn-
ing method, which achieves an impressive result in many real-word complex applications.
As a method for classification learning, Näıve Bayes particularly gains its popularity in
document classification due to its speed and high accuracy. Näıve Bayes computes the
probability that a new instance falls into each of the classes, based on the following Bayes’
rule:

Pr[C|E] =
Pr[E|C]Pr[C]

Pr[E]

where C is the class under consideration, E is the particular combination of attribute
values for the new instance, Pr[A] denotes the probability of an event A, and Pr[A|B]
denotes the probability of A conditional on another event B.

7.5.2 Learning with linear models

Recall that when attribute and output values of a learning problem are all numeric, a
natural way to represent the learning outcome is using a linear model which is defined as

c = w0 + w1a1 + w2a2 + ...+ wnak

A variety of algorithms in this category are presented below.

7.5.2.1 Linear regression for numeric prediction Linear regression computes the
weights w1, w2, ..., wn using the least mean-squared difference method. Here, for a training
instance i of the output value ci, the predicted output value cip for i is computed as follows:

cip = w0 + w1a
(i)
1 + w2a

(i)
2 + ...+ wka

(i)
k =

k∑
j=0

wja
(i)
j

Since cip is a predicted value for the training instance i, there is a difference between
cip and the actual output value ci. Linear regression determines the appropriate values for
w1, w2, ..., wk by attempting to minimise the sum of squares of the differences over all the
training instance. Let d denote the sum of squares defined as follows:

d =
n∑

i=1

(ci − cip)2

where n denotes the number of training instances.

Linear regression is a simple, efficient, and widely-used method in statistical applica-
tions. It also serves as a building block for more complex learning methods.
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For a classification problem, basic methods for classification in domains with numeric
attributes include: logistic regression which produces a function to compute a member-
ship value of a new instance for each class, and perceptron and Winnow which find a
separating hyperplane for a linearly separable problem.

7.5.2.2 Logistic regression for linear classification Logistic regression produces
a model that measures the prediction probability that an instance belongs to a specified
class. With logistic regression, the prediction probability Pr is given by:

Pr =
1

1 + exp(−w0 − w1a1 − ...− wkak)
,

and the decision boundary for a binary classification problem using logistic regression
is defined as:

Pr =
1

1 + exp(−w0 − w1a1 − ...− wkak)
= 0.5

Logistic regression is similar to linear regression except that (i) it computes a prediction
probability Pr of an instance being a member of a class, rather than the prediction numeric
value cp, and (ii) it determines the weights w0, w1, ..., wk by maximising the membership
probability of training instances to their known classes (using the maximum likelihood
method), rather than minimising the sum of squares of the differences to the training
data.

Discriminant analysis Closely related to logistic regression is discriminant anal-
ysis. Discriminant analysis has the same goal as logistic regression, but is based on an
assumption that requires the attributes to have normal distributions. One advantage of
discriminant analysis is that, in addition to finding a discriminant function that predicts
to which class a test instance belongs, it also allows for the identification of features (i.e.,
attributes) that best reveal the differences among the classes. Discriminant analysis is a
good choice when the features are known to be normally distributed. Otherwise, logis-
tic regression in general performs well and requires less assumptions than discriminant
analysis, and thus is often preferred to discriminant analysis.

7.5.2.3 Linear classification by finding a separating hyperplane When instan-
ces are linearly separable (they can be perfectly separated into two classes by a hyperplane),
a learning algorithm can produce a model that directly separates instances of different
classes using a hyperplane without a need to compute probability estimation as in logistic
regression. A hyperplane in a multi-dimensional space has the following form:

w0a0 + w1a1 + w2a2 + ...+ wkak = 0
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Figure 4: A graphical illustration of a perceptron [311].

where a0 is a bias value which always has a value of 1. To classify a new instance, its
attribute values are substituted into the LHS of the above equation. If the sum is greater
than 0, the new instance is predicted to belong to the first class; otherwise it belongs to
the second class. Learning algorithms that determine the weights of the hyperplane are
presented below.

• Perceptron learning rule Graphically presented in Figure 4, the perceptron learn-
ing rule, or perceptron, first sets all the weights to zero (or a random value) and
repeatedly updates the values in the weight vector if a misclassification is encoun-
tered until all the classifications on training data are correct. Weight update can be
performed as follows: if the misclassified instance actually belongs to the first class,
add its attribute values to the weight vector as following:

(w0 + a0) + (w1 + a1)a1 + (w2 + a2)a2 + ...+ (wk + ak)ak;

otherwise, they are subtracted from it. Weight update essentially moves the hyper-
plane in the right direction so that it correctly separates the groups of instances. If
the data is linearly separable, the algorithm is guaranteed to converge after a finite
number of iterations. If the data is not linearly separable, the perception learning al-
gorithm can still be applied in practice, however a upper bound needs to be imposed
on the number of iterations in order to guarantee termination.

• Winnow An algorithm closely related to the perceptron learning rule is known as
Winnow which deals with learning problems with binary attributes (an attribute
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has 0 or 1 as its value). Having a classification procedure similar to that of the per-
ceptron, Winnow is however distinguished from the perceptron in the two following
features:

– Unlike the perceptron which adopts an additive mechanism to adjust values in
the weight vector when a misclassification occurs, Winnow employs a multi-
plicative mechanism: if the misclassified instance actually belongs to the first
class, for each of its attributes whose value is 1, multiply the weight associated
with the attribute by a user-specified parameter, otherwise divide it by the
parameter.

– A threshold θ (a user-specified parameter) is used in prediction making: an
instance belongs to class 1 if and only if:

w0a0 + w1a1 + w2a2 + ...+ wkak > θ

The algorithms presented above naturally produce linear decision boundaries, making
themselves inadequate for many practical applications where the data is non-linear. Ex-
tensions to the basic algorithms for linear models are needed if one wishes to generate
non-linear decision boundaries. One approach in this direction is to transform input data
to a higher dimensional space using non-linear mapping. The idea behind non-linear trans-
formation is that a linearly non-separable data set in the original space is likely to become
separable in a much higher dimensional space. Robust algorithms popularly used in prac-
tical applications employ this technique, including support vector machines/regression,
kernel/multilayer perceptron, radial basis function networks and stochastic gradient de-
scent. For example, multilayer perceptron, which is the most prominent type of neural
network, extends the perceptron described above by introducing nodes in the hidden lay-
ers between the input and output layers to address non-linearity. However, interest in
multilayer perceptron as well as other types of neural network declined with the arrival of
support vector machines (see below). This is due to the fact that support vector machines
require fewer parameters to be tuned, and thus are more efficient algorithms in many
applications.

7.5.2.4 Support vector machines Support vector machines (SVMs) use a linear
model to implement nonlinear class boundaries. SVM achieves this by performing a non-
linear mapping of the feature space containing the input vectors to a high-dimensional
feature space where the data is linearly separable. In this way, a linear model constructed
in the new space can represent a nonlinear boundary in the original space. However while
making use of the nonlinear mapping technique technically resolves the non-linear class
boundaries problem, this approach faces two problems: (i) the linear model constructed
in the high-dimensional space tends to overfit the training data due to a large number
of attributes generated in the high dimensional space and the concomitant high degree of
flexibility associated with the decision boundary (performance problem), and (ii) the num-
ber of coefficients associated with the linear model constructed in the high-dimensional
space is potentially very large, which renders the training process to determine the values
for the coefficients infeasible (computational complexity problem).
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SVM successfully addresses both of the mentioned problems. SVM addresses the over-
fitting problem by producing a special type of linear model, known as maximum-margin
hyperplane, which gives the greatest separation between the two classes. The instances
that are closest to the maximum-margin hyperplane are called support vectors, a collection
of which in turn uniquely define the maximum-margin hyperplane. Since the maximal-
margin hyperplane of a SVM is defined by a limited number of support vectors, it has
little flexibility and is relatively stable; consequently significantly decreasing the chance
of overfitting. With respect to the problem of computational complexity, even though
the equation defining the maximum-margin hyperplane (which is frequently evaluated
throughout training and classifying new instances) contains a dot product whose compu-
tation is very expensive in a high-dimensional space, it is fortunately possible for the dot
product to be pre-computed in the original feature space before the nonlinear mapping is
performed using a so-called kernel function. Commonly used kernel functions are polyno-
mial kernel, radial basis function (RBF) kernel and sigmoid kernel. Which kernel function
to use depends on the specific application at hand. In particular, the combination of SVM
and the RBF kernel implements a type of neural network known as an RBF network,
and the combination of SVM and the sigmoid kernel implements another type of neural
network which is a multilayer perceptron.

7.5.3 Decision tree construction

Construction of a decision tree, by the divide-and-conquer algorithm, can be carried out
recursively in an intuitive manner: select an attribute to be the root node and create one
branch for each value of the attribute. If all instances at a branch have the same class, a
leaf node associated with the class is assigned to the branch. These steps are recursively
performed for each branch until all branches end with leaf nodes. The problem is to
determine which attribute to split on at each step so that the processing on the branches
of the tree terminates as soon as possible, resulting in the smallest possible tree. One
method that assists in making this decision is based on the notion of information value,
or entropy, which is defined as:

entropy(p1, p2, ..., pk)= – p1logp1 – p2logp2 . . . – pklogpk

where the logarithms are expressed in base 2 and pi denotes the ratio at the node of
the number of instances of class i to the total number of instances.

The entropy at a node is measured in bits, and represents the amount of information
the node would need to obtain in order to specify the class for an instance, given that the
instance reaches that node. When all the training instances at a node belong to a class
(i.e., no more information is needed to determine the class for an instance reaching the
node), the entropy of the node has its minimum value (0 bits). Conversely, the entropy
of a node reaches its maximum value (1 bits) when all the training instances reaching the
node are equally divided into different classes (e.g., a new instance reaching this node has
an equal chance to belong to any of the classes). Since different attributes selected to
split on at a node will result in different entropy values for that node, the attribute to be
chosen should be the one that offers a maximum information gain (which is the maximum
difference between the entropy of the parent node and that of the current node). The
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construction of the tree stops when at each branch the data cannot be split any further,
or the information gain is zero.

The divide-and-conquer algorithm is efficient, but tends to overfit to the training
data34. The algorithm also does not deal with numeric attributes and missing values.
Various algorithms have been proposed to extend and improve on the divide-and-conquer
algorithm, among which are the current state-of-the-art C4.5 and C5.0 algorithms. C4.5
and C5.0 algorithms are able to handle numeric attributes and missing values, as well as
implement a post-pruning method to produce a more compact tree that generalise better
to sets of unseen instances. They also facilitate conversion between a decision tree and
rules. C4.5 and C5.0 algorithms are implemented in the Classification and Regression Tree
(CART) system35, a well-known system for learning classification and regression tree.

7.5.4 Rule construction

7.5.4.1 Classification rule algorithms A basic algorithm of this type is known as a
covering algorithm which generates classification rules by generating one or more rules for
each class that collectively cover all the training instances belonging to that class. More
specifically, for each known class, the covering algorithm first builds a rule and removes
all the instances the rule covers; then it recursively builds rules (using the previous step)
for the remaining instances until none are left. If more than one rule is generated for a
class, it is possible for the instances covered by the rules to overlap.

Like the divide-and-conquer algorithm which selects at each stage an attribute to add
(as a node) to the tree, the covering algorithm at each stage selects an attribute to add
to the antecedent of the rule under construction. However the covering and divide-and-
conquer algorithms are different in two major ways: (i) while rules are constructed for a
specific class, a decision made on a node of the tree is concerned with multiple classes, and
(ii) the divide-and-conquer algorithm selects an attribute that best separates the classes,
whereas the covering algorithm selects an attribute that has the highest accuracy (in as-
sociating the remaining instances with the specified class).

The procedure to construct a rule R for a class C, as implemented in the PRISM al-
gorithm36, is as follows [311]:

For each class C

Initialise E to the instance set

While E contains instances in class C

Create a rule R with an empty left-hand side that predicts class C

Until R is perfect (or there are no more attributes to use) do

For each attribute A, not mentioned in R, and each value v

Consider adding the condition A = v to the LHS of R

Select A and v to maximise the accuracy p/t (where t is the

total instances covered by the rule, and p are positive

34Overfitting is the phenomenon in which a classifier is tuned to the characteristics of the training
instances rather than just the characteristics of the classes.

35CART. http://www.salford-systems.com/cart.php.
36PRISM. http://weka.sourceforge.net/doc/weka/classifiers/rules/Prism.html.
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examples among them)

Add A = v to R

Remove the instances covered by R from E

The covering algorithm is an effective approach for simple and noise-free cases; however
the algorithm also tends to overfit the training data and does not address the problem of
missing values and numeric attributes. Practical rule learners have implemented advanced
algorithms to generate good rule sets for noisy data. For example, the RIPPER algorithm
implemented a global optimisation step on the set of rules generated that revises or replaces
individual rules [311]. The global optimisation step was shown to improve both on the size
and the performance of the rule sets. Frank and Witten [94] also proposed a method to
combine the divide-and-conquer strategy and the covering rule. In this method, a single
rule is generated by constructing a pruned decision tree for the current set of instances,
then the leaf with the largest coverage is converted into a rule, and the tree is discarded.
To make the process of generating a rule more efficient in this fashion, Frank and Witten
built a partial decision tree, instead of a full tree, which can be done by integration of
the construction and pruning operations in order to find a ‘stable’ subtree that can be
simplified no further. Frank and Witter’s algorithm has been shown to generate rules that
are as accurate as rules generated by C4.5, and more accurate than those generated by
RIPPER, yet with larger rule sets.

7.5.4.2 Constructing mining association rules At first glance, constructing asso-
ciation rules can be carried out in the same way as classification rules except that the
consequent of a rule is an arbitrary combination of attributes, rather than a specific class.
Though this approach is entirely valid at the theoretical level, it is practically infeasible
due to the very large number of rules needed to express every possible combination of
attributes with every possible combination of values as their consequents. As mentioned
above, one approach to limit the number of association rules is to choose only rules that
have high coverage and accuracy. To avoid wasting computing time and resources to gen-
erate all the rules, of which some are then removed, the Apriori algorithm [311] performs
the necessary filtering before association rules are generated. The algorithm first requires
that the input dataset is expressed in terms of item sets where each item is an attribute-
value pair; for example, petal length=x is an example of 1-item set, and petal length= x,

petal length=y is an example of a 2-item set. The algorithm then proceeds through the
following phases: (i) n-item sets (n >= 1) with coverage greater than the pre-specified
threshold are generated (this in effect filters out all item sets with their coverage less than
the threshold), and (ii) a rule, or set of rules, is generated for each item set. Since an
item-set can be satisfied by more than one rule, the rules with the highest coverage are
selected.

The Apriori algorithm described above, however, still requires many scans through
the dataset to generate candidate item sets and to test whether the coverage exceeds the
threshold. This can be inefficient in practice, especially when the dataset is large. The
use of a frequent-pattern tree, or FP-tree can reduce the number of scans needed. The
conceptual principle underlying an FP-tree is that the dataset is mapped to the FP-tree
in a compact form: each node of a tree is a 1-item set whose frequency is greater than

UNCLASSIFIED 39



DSTO–TR–2865 UNCLASSIFIED

the threshold. The FP-tree is then recursively processed to grow larger item sets directly,
without having to test them against the entire database.

7.5.5 Instance-based learning

In instance-based learning, a set of input instances are stored as is. Therefore an instance-
based learning algorithm does not need to build a classifier. Instead, its only responsibility
is to devise a metric to determine the class for a new instance in the space of existing
instances. The most popular metric for instance-based learning is Euclidean distance
which measures the distance between instances i and j as:

√
(a

(i)
1 − a

(j)
1 )2 + (a

(i)
2 − a

(j)
2 )2 + . . . (a

(i)
k − a

(j)
k )2

To determine the class for a new instance, the distance between the new instance and
every member of the training set is calculated, and the class of the instance with the
smallest distance (nearest-neighbour) is predicted for the new instance.

Nearest-neighbour algorithms are simple and effective. However, the procedure is linear
in the number of training instances, thus instance-based learning is often slow. Efforts
have been made to devise more efficient methods to find nearest neighbours, including the
following:

• Reducing the number of exemplars: the number of exemplars (the existing instances)
can be significantly reduced if correctly classified instances are discarded and only
those misclassified are stored. However, this method is ineffective in the presence of
noise because noisy instances will be accumulated as exemplars.

• KD-trees: it has been demonstrated that nearest neighbours can be more efficiently
found when the training set is represented as a kD-tree. A kD-tree is a binary tree
in which every node is a k-dimensional point, with k being the number of attributes.
Graphically interpreted, a kD-tree allows a fast (approximate) identification of the
region of points ‘containing’ the point representing the new instance, and thus is
more efficient than methods that examine all points to find the nearest neighbours.

• Metric/ball trees: though kD-trees significantly speed up a learning process, their
performance diminish once the number of attributes is greater than 10. Other trees,
such as metric trees and its instance ball trees have been recently proposed that can
deal with a much larger number of instances. In particular, some metric trees can
handle thousands of features successfully.

Like the Näıve Bayes method, each attribute in instance-based learning has the same
influence on the decision. As such, instance-based learning is sensitive to data with noise.
One simple solution to overcome this is to use k-nearest-neighbour strategy, which selects
a group of k instances that are closest to the new instance and determine the class for the
new instance via a majority vote. Other approaches dealing with noise include:
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• Pruning noisy exemplars: the performance of an exemplar is measured based on the
number of correct classifications and misclassifications carried out by the exemplar.
Then based on two pre-specified thresholds, if an exemplar’s performance is less
than the lower threshold, it is deleted from the set of exemplars; otherwise if the
exemplar’s performance is greater than the higher threshold, it is used to classify
new instances.

• Weighting attributes: to take into account the relevance and importance of individual
attributes in performing classification, weights w1, w2, ..., wm are incorporated into
the distance metric as follows:√

w2
1 (x1 − y1)2 + w2

2 (x2 − y2)2 + . . .+ w2
m (xm − ym)2

The weights are determined based on measures of the contribution of each attribute
(of each training instance) to the decision.

• Generalising exemplars: generalised exemplars are represented as hyperrectangles,
a rectangular region of the high-dimensional instance space. When a new instance
is classified correctly, it is merged with the nearest exemplar: a hyperrectangle is
created if the nearest exemplar is a single instance, otherwise the hyperrectangle is
enlarged to accommodate the new instance. Conversely, when the new instance is
misclassified, the hyperectangle shrinks away from the new instance.

7.5.6 Clustering

The classic algorithm to generate clusters is known as k-means where k is a user-specified
parameter which indicates the number of clusters being grouped. K-means works in nu-
meric domains, and partition instances into groups of disjoint clusters as shown in Figure
3. The k-mean algorithm proceeds as follows. First, a user specifies a value for k. The
algorithm then (i) selects k random instances, or seeds, as cluster centres, (ii) assigns
every instance to one of the k clusters whose centre is closest to it based on Euclidian
distance, (iii) calculates the centroid, or mean, of all the instances in a cluster, which
becomes the new centre of the cluster, and (iv) repeats the previous three steps until the
cluster centres are stabilised. A bad choice of seeds, which may occur in random seed
selection, can impede both the speed and accuracy of the k-means algorithm. Therefore,
instead of choosing seeds randomly, a seemingly better seed selection strategy is to spread
the k initial cluster centers away from each other. This strategy is indeed implemented
in k-means++: the first seed is chosen at random, then each subsequent cluster center
is chosen from the remaining data points with a probability proportional to its distance
squared to the point’s closest cluster centre. Like instance-based learning, clustering algo-
rithms can take advantage of kD-trees, or ball-trees, to find the nearest neighbour — the
nearest cluster centre in this case — to speed up the clustering process.

7.5.6.1 Hierarchical clustering Another popular type of clustering is hierarchical
clustering in which a hierarchical structure of clusters are formed either in a top-down
or bottom-up fashion. The top-down approach involves building an initial cluster, then
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recursively splitting the clusters until no more splits that can be done. Bottom-up, or
agglomerative, clustering treats each instance as an independent cluster. Two clusters
that are closest to each other are then recursively merged until the top-level cluster is
formed. The distance between a pair of clusters can be computed in various ways including
single-linkage (the distance between two closest members of the clusters), complete-linkage
(the clusters that are considered closely related if instances in their union are relatively
similar), centroid linkage (the distance between the centroids of the clusters), average
linkage (average distance of each pair of members of the two clusters), and group average
(average distance between all members of the merged cluster).

7.5.6.2 Subspace clustering Subspace clustering is a relatively new concept emerg-
ing from the publication of the first subspace clustering algorithm, CLIQUE, by IBM
researchers. Since then many other subspace clustering algorithms have been developed
and studied (see Figure 5).

Figure 5: Subspace clustering algorithms [209].

Traditional clustering techniques discover clusters of instances by examining all the fea-
tures of the instances. In a high-dimensional space (i.e., each instance contains a large
number of features), distance measures become less effective — given a large enough num-
ber of dimensions, points in a multidimensional space (or instances) have almost equal
distances from each other — resulting in a significant decrease in the clustering algo-
rithms’ performance. Common ways to address this problem apply methods from feature
selection (which select the most relevant subset of features) or feature transformation
(which transform the original feature vector that representing an instance to a new vector
with smaller size)(see Section 6.2.2). Though these methods are very effective in reducing
the number of dimensions, they face difficulty when dealing with the following scenarios:
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(i) there are multiple equivalently relevant subsets of features, and choosing one of them
(as in feature selection) will not be an optimal solution, and (ii) there are many redundant
and irrelevant features, and thus blindly merging them into a new feature vector (as in
feature transformation) will also be suboptimal. One solution to address this problem is
to perform subspace clustering: clustering is formed based on different subsets of features
(or different subspaces of the high-dimensional data). Another advantage of subspace clus-
tering is that it is most suitable in scenarios where feature vectors are related in different
ways in different subsets of features, and one is interested in explicitly disclosing this type
of relationship.

7.5.6.3 DBSCAN While the above clustering approaches are based on some kind of
similarity or distance measure, the DBSCAN algorithm [91] is based on the notion of
density. There is more than one way to compute density. The traditional centre-based
approach estimates density by counting the number of instances within a specified radius
of a particular instance. Based on this definition, an instance can be classified as a core
instance (the instance that is inside the dense region), a border instance (the instance that
falls on the edge of the dense region) and a noise instance (the instance that is neither
inside or on the edge of the dense region). A type of partial clustering, DBSCAN locates
regions of high density that are separated from one another by regions of low density,
by performing the three following steps: (i) assigning two core instances that are close
enough (i.e., within a specified radius of one another) to the same cluster, (ii) assigning
any border instance that is close enough to a core instance to the same cluster of the core
instance, and (iii) discards noise instances. Though DBSCAN is simple, it is an effective
density-based clustering algorithm.

Case-based reasoning Closely related to clustering with respect to learning al-
gorithms is case-based reasoning. Similar to clustering, case-based reasoning performs
reasoning by remembering past experiences: it saves and indexes encountered cases (de-
scriptions of problem and their respective solutions) in a library. When solving a new
problem, it retrieves the case with a problem most similar to the new problem using
some kind of similarity metric such as nearest neighbour, and the solution in the retrieved
case is adapted to generate a solution to the new problem. This adaption phase is the
most difficult part of case-based reasoning. Currently, there are no general rules to per-
form case adaption, and this task is generally left to human expert or automated using
domain-specific rules.

7.6 Evaluation of machine learning schemes

A wide variety of machine learning algorithms have been proposed with different strengths
and drawbacks. Empirical testing and evaluation of the prediction results produced by a
range of learning algorithms is in many cases the most efficient way to select the algorithm
most suitable for the problem at hand. Evaluation of a machine learning algorithm is often
carried out based on the measures of accuracy, precision and recall defined as below (where
TP, TN, FP and FN denote true positive, true negative, false positive and false negative).
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• Accuracy is measured as the ratio of the number of instances whose class was cor-
rectly identified to the total number of instances:

Accuracy =
TP + TN

TP + FP + TN + FN

• Precision is measured as the ratio of the number of instances correctly assigned to
the class to the total number of instances assigned to the class:

Precision =
TP

TP + FP

• Recall is measured as the ratio of the number of instances correctly assigned to the
class to the total number of instances written by the class:

Recall =
TP

TP + FN

WEKA: a machine learning workbench for data mining The most popular
open-source data mining tool, WEKA facilitates experimentation and evaluation activities
for a large collection of state-of-the-art learning algorithms37. Written in Java, WEKA
was developed by a research group at the University of Waikato, New Zealand, and is
publicly available for use under the terms of the GNU General Public License. WEKA
offers an efficient and convenient way for users to quickly try out existing learning methods
on new datasets, and provides extensive support for an end-to-end experimental process,
including preparation and preprocessing of input data, evaluation of learning output, and
visualisation of data.

37WEKA. http://www.cs.waikato.ac.nz/ml/weka.
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8 Attribution methodology

As discussed in Section 2.4, cyber crime poses many challenges for attribution. Spear
phishing, due to its advanced nature, often magnifies these obstacles: an attack of this
type is carried out through multiple steps (e.g., Target, Lure, Hook and Catch) and pos-
sibly many stages (e.g., via stepping stones and zombies), by means of different social
engineering and technical techniques (e.g., IP, email and web spoofing), and possibly with
the assistance of multiple actors (e.g., malware developers, web designers, rogue network
owners and zombie-net controllers). Given that a spear phishing scheme could be crafted
in such an advanced form, attribution of a spear phishing incident is by no means trivial.
Not only is achieving the ultimate goal of attribution tremendously hard, but resolving
how to practically approach this attribution problem presents a significant challenge in
itself — which pieces of evidence to process? How to process them? How to relate different
pieces of evidence? How to integrate the attribution outcomes resulting from the analysis
of different pieces of evidence? How can one tell if the method chosen to address any of
these problems works? These questions suggest the diversity and complexity of the vari-
ous threads that must be disentangled, requiring a sound and well-defined methodology to
guide attribution practitioners towards their goal. Without a well-defined methodology,
the whole attribution process is likely to be obscured; without a sound methodology, the
validity of the entire attribution results would simply be questioned.

As crime in cyberspace much resembles crime in the physical world, it may be beneficial
to speculate the literature of offender (or criminal) profiling — a research area that spe-
cialises in investigating techniques relating to identification and apprehension of criminals
— in a quest for a reliable methodology (if any) toward solving this jigsaw puzzle.

8.1 Review of offender profiling

Profiling is used by forensic examiners as a main tool to apprehend the unknown perpetra-
tors. In this sense, an offender profile is a collection of inferences about the characteristics
of the person who commits a crime (or a series of crime) based on the evidence left on the
crime scenes. Offender profiling generally does not aim to pinpoint the exact perpetrator
— even though it is ideal if such target can be achieved. Rather, it describes the char-
acteristics of a class of persons who are likely to commit such a crime in order to assist
law enforcement in identifying the perpetrators. The role of offender profiling is prevailing
when traditional investigative methods fail to identify an offender, in which case profiling
is a valuable tool to be leveraged by law enforcement investigators.

From the knowledge point of view, a offender profile can be nomothetic (which contains
universal characteristics) or idiographic (which contains the characteristics of the unique
individuals) [291]. A nomothetic profile is typically generated by an inductive method
(see below) on groups to infer typical, common, and averaged characteristics of a group of
offenders [291], while an idiographic profile is generally constructed by a deductive method
(see below) on individuals in order to determine the unique characteristics of the particular
offender(s) committing a particular crime.

From a logical point of view, profiling is essentially a reasoning process, and an offender
profile is a product of evidence-based reasoning. As such, any extant offender profiling
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method would belong to either of the two categories: inductive profiling and deductive
profiling. Both of these types of reasoning involve inferring a conclusion from one or
more premises, albeit in different manners, and each has its own merits and drawbacks.
In the former case, offender profiling is concerned with a type of inference that proceeds
from a set of particular premises to a general conclusion. For example, if most of the
people who committed a violent act are male (premise 1), and the majority of them
are teenagers (premise 2), it is likely that, using an inductive method, the offender is a
male teenager (conclusion). The strength of inductive profiling lies in its capability to
generate new knowledge (in the form of hypotheses), but inductive inference is itself not
infallible — the derived conclusion is not always valid irrespective of the validity of the
premises. In the latter case, offender profiling involves inferring a particular conclusion
from general premises. For example, based on a witness’s statement the offender must
have a facial scar (premise 1), but the suspect has no scar (premise 2), it is therefore
the case that the suspect is not the offender (conclusion). Different from the inductive
method, deductive profiling offers infallible inference at the cost of being unable to generate
any new knowledge (since the derived conclusion is in fact implicitly contained in the
premises). Furthermore, deductive reasoning is monotonic, i.e., an addition of premises
does not revive or withdraw the previously derived conclusions, thus an offender profile
constructed in this manner may require regular updates in light of new evidence.

Profiling has been long practiced in crime investigation, and a range of methods have
been investigated and published. More specifically, offender profiling methods have been
studied in the context of serial homicide, rape, arson, homicide, burglary, child crimes
and others [81]. At the current time, the most prevalent profiling method is Criminal
Investigative Analysis(CIA) developed by the Federal Bureau of Investigation (FBI)38.
CIA is a nomothetic and inductive profiling method which was originally formulated from
interviews of a group of offenders in the 1970s. One of the outcomes of this study is the so-
called organised/disorganised dichotomy which has been widely applied in practice. The
dichotomy assists profilers in classifying a crime scene as disorganised or organised; and
subsequently allows them, based on the evidence on the crime scene, to classify offenders
in terms of their level of sophistication, planning and competence.

Despite its relatively long history, the majority of work in the literature of offender
profiling remained more an art than a science and tended to target specific crimes, and/or
contain various flaws [121, 291]. In traditional methods, a forensic examiner (or a recon-
structionist) typically practises profiling as an art. Based on his/her experience which
is believed to reflect reality, the reconstructionist forms a theory of what happened from
the overall crime scene, and subsequently searches for evidence to support his/her theory.
No matter how the reconstructionist claims to be objective, conducting profiling in this
manner easily falls prey to subjectivity, or bias, a phenomenon that is formally termed as
the observer effects (a.k.a., context effects, or expectancy effects) [291]. Observer effects
refer to the influence of one’s state of mind, either consciously or subconsciously, in in-
terpreting a piece of evidence. While the conscious (overt) form of bias bears a negative
connotation, it is actually less threatening than the subconscious (covert) form of bias
(which is much harder to be detected and eliminated due to its salient existence). It is
this covert bias that potentially jeopardises attribution results from traditional methods.
In addition, a large amount of profiling work in the literature concentrates on particular

38CIA is also informally referred to as the FBI profiling method.
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types of crime, which makes it either difficult or inapplicable to adapt the methods to
other types of crimes. Even more problematic, some profiling methods may contain flaws
in themselves, and thus they potentially yield unreliable results. For example, the CIA
method, especially the organised/disorganised dichotomy, has been severely criticised by
a number of researchers in the field (e.g., Canter [42], Depue [74] and Turvey[291]):

• the dichotomy suffers from ‘the ‘Hollywood effect’, whereby loosely formulated and
often unsubstantiated theories and models are featured in widely disseminated mov-
ies and given extra creditability by such broadcast [42],

• ‘FBI profiling has failed detailed peer reviews of both casework and publications’
[291],

• replacing the proven investigative techniques with CIA ‘would be counterproductive
to the goal of identifying the unknown offender’ [74], and

• ‘the dichotomy has been debunked as false and lacking real-world applications’ [291].

Among the flaws identified for the CIA method are: the extreme binary classifications of
organised and disorganised, the over-simplicity in interpreting crime scene evidence, the
general infeasibility of discriminating the origins of behaviours that can result in ‘disorgan-
isation’ at a crime scene, the failure to account for an offender’s development over time,
and the failure to facilitate offender classification on modus operandi considerations [291].

The literature of offender profiling (as presented above) strongly indicates the necessity
of a profiling model that mitigates, and possibly eliminates, extant problems in the cur-
rent profiling methods. Such a model is expected to comprise the following components:
development of a theory about offender profiling, hypotheses generation, operationalisa-
tion of methods used in profiling, and empirical validation [121]. In other words, what
one desires is a scientific model of profiling. From this review, it appears that a complete
scientific model for offender profiling does not exist. Yet, research efforts toward this goal
have been made in order to rectify limitations of current profiling practice. Most rep-
resentative among the mentioned work are Investigative Psychology (IP) by Canter [42],
Behavioural Evidence Analysis (BEA) by Turvey [291], and the proposal of a scientific
model of profiling by Hicks and Sales [121].

Investigative psychology [42] was studied by Canter as a nomothetic, inductive model
for offender profiling. Constructing offender profiles based on a scientific foundation, in-
vestigative psychology aims to advance the state of the art of offender profiling. However,
Canter’s model has a number of limitations. According to Turvey [291], the major weak-
ness of investigative psychology lies in its lack of practicability — the model is ‘purely
academic’ and the produced results are entirely abstract and theoretical. According to
Hicks and Sales [121], Canter’s model does not address the criteria for a scientific model
in a satisfactory manner: (i) the lack of comprehensiveness and conceptual clarity, (ii) the
generation of hypotheses is in turn constrained by the lack of clarity in the theory, (iii)
the various problems relating to operationalisation of profiling methods such as the lack of
a clear explanation of terms, the inadequate research method in establishing an explana-
tory relationship between offender actions and offender characteristics, (iv) the neglect of
addressing profiling in practice, and (v) the failure to address whether any of Canter and
colleagues’ findings can successfully be applied to real, unsolved cases.

UNCLASSIFIED 47



DSTO–TR–2865 UNCLASSIFIED

In contrast to Canter’s work, Behavioural Evidence Analysis (BEA) proposed by Tur-
vey [291] is idiographic (the model studies the aspects of individual cases and offenders,
not groups of similar cases and offenders) and deductive (the model is based on deductive
logic, critical thinking, and scientific methods). BEA involves examination and interpreta-
tion of physical evidence, victimology and crime scene characteristics. Although the use of
scientific methods in profiling was strongly emphasised by Turvey [291], BEA, at its core,
contains an ambivalence between science and art: the analysis of physical and behavioural
evidence is based on scientific methods, but the translation of evidence into the offender’s
characteristics is essentially an artful process [121]. Therefore BEA incorporated science
into profiling, but the model is in itself not scientific [121].

Motivated by an observation that there is no single model that is sufficiently com-
prehensive or accurate, as well as no single model that is adequate for use as a template,
Hicks and Sales [121] worked toward the development of a science of profiling and proposed
guidelines that facilitate the development of such a model. A gross summary of the model
is given below39.

• Regarding the goal of offender profiling, Hicks and Sales [121] focused on developing
a model aimed at gathering and analysing crime scene information to assist law
enforcement in identifying unknown perpetrators.

• With respect to the specificity of the identification, Hicks and Sales attempt to build a
science toward the ideal goal of profiling — that of identification of a single individual
(rather than a class of individuals) — which is currently beyond the capability of
the existing profiling methods.

• Regarding operationalisation of the profiling methods, Hicks and Sales [121] do not
rely on experts’ experience and skill set, instead the researchers proposed a scientific
approach which contains the three major steps as presented below.

– Step 1: evaluating crime scene evidence: in this step, pieces of physical evidence
at the scene are collected and examined by forensics investigators. For example,
strands of hair would be sent to a DNA forensics laboratory to determine their
owners; a written letter left on the scene would be scrutinised, based on both
the handwriting and the content of the letter, to identify a suspect. The goal
of this phase is to establish any possible linkage between the evidence and the
offender. In a few cases, the results of crime scene evidence analysis can be
directly linked to the true offender (e.g., a fingerprint or DNA sample of the
culprit is obtained). In many other cases, this direct link is not available due to
a lack of valid identifying evidence (e.g., the obtained driver license is forged and
the car used by the offender is stolen from an innocent person). If an offender is
not able to be determined via crime scene evidence analysis, then crime scene
reconstruction is needed. In this phase, each piece of evidence is studied and
interpreted in the context of the crime and in relation to the other pieces of
evidence. In this way, not only is a piece of evidence more informative, but also
a more complete picture of the crime can be obtained, assisting an investigator
in construction of hypotheses about the offender.

39More of the model developed by Hicks and Sales will be discussed in Section 18.1.
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– Step 2: relating information from crime reconstruction to the motives, per-
sonality characteristics, and behaviors of known offenders: unless direct links
between pieces of crime scene evidence and offenders can de found, attribu-
tion practitioners must examine the potential relationships between the types
of crime scene evidence and offender actions derived from crime reconstruction
and other offender characteristics that may assist in apprehending an unknown
perpetrator. According to Hicks and Sales, the three groups of offender charac-
teristics that can possibly be predicted are motives, personality, and behavior.

– Step 3: testing profiling predictions: this step should contain activities to test
the predictive power of relationships among crime scene evidence, motive, per-
sonality, and offender behaviors.

While profiling of conventional offenders is sufficiently mature to pave the way toward
a complete scientific model, (behavioural) profiling of cyber offenders is somewhat at its
beginning. Besides the comprehensive efforts to characterise cyber adversaries by Parker
and colleagues40 [231], it appears that the literature of cyberspace offers only a few miscel-
laneous research efforts that have simply scratched the surface of offender profiling (c.f.,
[140, 177, 224]). Indeed, the importance of adapting conventional profiling methods to
cyber offenders was only recently recognised (c.f., [29]). More specifically, Bongardt [29]
explicitly called for cooperation between researchers and practitioners, as well as an inte-
gration of techniques, in the fields of Information Security (IS) and conventional criminal
profiling (in particular, CIA), toward the development of behavioural profiles of computer
network intruders — a first step for the new paradigm of cyber offender profiling.

8.2 Spear phishing attribution methodology

This survey presents attribution methods pertaining to spear phishing according to the sci-
entific profiling approach proposed by Hicks and Sales [121] (see above). More specifically,
Sections 9, 10, 11, 12, 13, 14, and 17 are devoted to discussions of methods and techniques
relevant to step 1 of the approach. However the evaluation of crime scene evidence will be
carried out in the context of cyber crime, and the collection of specific attribution/forensic
methods carried out in this step are those specifically applicable to spear phishing. Section
18 discusses how to relate information from crime scene evaluation/reconstruction to the
motives, personality characteristics, and behaviors (step 2 of the approach) of conventional
offenders, as well as how to characterise offenders specifically in the cyber crime context.
Step 3 of the approach by Hicks and Sales [121] involves methods for testing a profiling
model. The methods require the existence of the appropriate samples of convicted offend-
ers which are unlikely to be available in the case of spear phishing. For this reason, this
step is excluded from discussion in the survey.

40Characterisation of cyber adversaries will be discussed in Section 18.2.
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9 Attribution of spear phishing evidence

Physical evidence cannot be wrong... Only in its interpretation
can there be error.

(ellipsis added)

Paul L. Kirk (1974)

As previously mentioned, the profiling approach studied by Hicks and Sales [121] is
used in this survey to systematically investigate the spear phishing attribution problem.
This section together with Sections 10, 11, 12, 13, 14 and 17 are devoted to addressing the
first, also the most critical, phase of the investigation: analysis and attribution of spear
phishing evidence41. In this phase, pieces of digital evidence — a special type of physical
evidence — left at the scenes are scrutinised in order to identify, and/or to infer as much
information as possible about, the source of a spear phishing attack. In this section, I
attempt to categorise and define such evidence and crime scenes in the context of spear
phishing.

A crime scene is traditionally defined as ‘a location where a criminal act has taken
place’ [291]. In this survey, I adopt a more generic view of crime scenes — crime scenes
as comprehensive sources of investigative information available to an investigator [121] —
with the purpose to accommodate crimes in the digital world. Recall that a typical spear
phishing scheme consists of the four components: Target, Lure, Hook and Catch, I identify
the crime scenes in accordance with the adopted definition and in correspondence to the
components of a spear phishing attack as following:

• (retrospective) crime scene 1: source of information regarding gathering infor-
mation about a victim (Target),

• crime scene 2: source of information regarding contacting and tricking the victim
(Lure),

• crime scene 3: source of information regarding illegitimately capturing information
(Hook), and

• (prospective) crime scene 4: source of information regarding exfiltration of stolen
information (Catch).

Herein, I refer to Target and Catch as ‘retrospective’ and ‘prospective’ crime scenes, re-
spectively, due to their non-conventional nature: both the crime scenes are not, at the
time, presently observable to the investigators (see Sections 10 and 14 for further discus-
sions)42.

41Analysis and attribution of spear phishing evidence corresponds to evaluation of crime scene evidence
of the approach studied by Hicks and Sales [121].

42For the sake of simplicity and clarity, it is assumed that attribution will be performed after a spear
phishing email has been received and detected. Of course, in practice, attribution can occur at any
point after the target component commences, for example, after a spear phishing attack has successfully
compromised a computing system. In such a scenario, investigators might need to leverage additional
techniques in network and computer forensics in combination with methods presented in the survey to
perform attribution (see Section 15.2 for a real-life example of a relevant situation).
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Table 2: An illustration of pieces of spear phishing evidence together with their type and
the attribution level(s) they are most likely applicable to.

Crime scene

Ownership
evidence
(attribution
levels I, II)

Individual
characteristic
evidence
(attribution
level III)

Class characteristic
evidence (attribution

levels IIIb, IV)

Target (Section 10)

the extent to which the spear
phishing is tailored to the vic-

tim

Lure (Section 11)

IP address,
email address,
sender’s name,
watermark (if
any)

writing style

linguistic features,
general metadata,
social engineering techniques,
deception techniques,

technical techniques

Hook —
malicious software
(Section 12)

watermark
(if any)

programming
style

programming features,
general metadata,

malware behaviour

Hook — (spear)
phishing website
(Section 13)

IP address,
domain name,
watermark
(if any)

writing style

general metadata,
social engineering techniques,
deception techniques,

technical techniques

Catch (Section 14)
IP address,
email address

methods to exfiltrate data
from Hook

Pieces of evidence contained in the crime scenes are categorised into the following types:

• ownership evidence refers to the type of evidence that identifies an entity or an
individual. Examples of ownership evidence include fingerprints and driver’s licences
(in the physical world), and IP addresses and email addresses (in cyberspace).

• characteristic evidence43 refers to the type of evidence that allows one to infer in-
formation about the characteristics of those responsible for a spear phishing attack.
A piece of characteristic evidence can be either:

– individual characteristic evidence which potentially reveals characteristics of a
single individual (such as writing style and programming style), or

– class characteristic evidence which captures information associated with a class
of individuals (such as preferences for development tools and programming
languages).

In terms of attribution, ownership evidence in cyberspace is critical to attribution level
I and II, individual characteristic evidence potentially provides important clues for attri-
bution level III, and class characteristic evidence is useful for both levels III and IV of

43Please note that the definition of characteristic evidence used in this survey is not necessarily the same
as those found in the literature.
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attribution (please refer to Section 2.3 for a description of different levels of attribution in
cyberspace). It is important to note that the different types of evidence are not necessarily
disjoint. For example, characteristic evidence subsumes ownership evidence: if a piece of
ownership evidence is sufficiently strong to establish a link between the evidence and an
individual (e.g., the spear phisher), that will be ideal; otherwise, ownership evidence can
serve as individual characteristic evidence as part of the profile for the attacker. In a
similar manner, individual characteristic evidence can also be overlapped with class char-
acteristic evidence (e.g., the structure of a program can be considered as both individual
and class characteristic evidence). Table 2 displays pieces of spear phishing evidence dis-
cussed in this survey together with their respective type and their associated level(s) of
attribution.

In order to achieve a consistent representation, attribution methods pertaining to each
of the components of a spear phishing attack will now be discussed in Sections 10, 11, 12,
13 and 14 along one or more of the following aspects of attribution:

• source tracking based on ownership evidence,

• authorship attribution based on individual characteristic evidence, and

• adversary class identification and characterisation44 based on class characteristic
evidence.

44A class (or group) of adversaries should be distinguished from an adversarial group in the level IV
of attribution. Members of an adversarial group are strongly cooperated in an attack, and collectively
represent an adversarial entity. In contrast, adversaries belonging to the same class are those that may
not be aware of each other, but have common characteristics or modus operandi.
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10 Attribution of evidence in the target

component

The target component occurs some time prior to any detection of a spear phishing attack,
hence evidence from the related crime scene may no longer be available or accessible.
However, the existence and nature of the target component may be revealed in part through
the extent to which the email is tailored to the victim. Analysis of this remnant evidence
in the lure component potentially offers the following sources of valuable information:

• the class of adversaries an adversary belongs to, and

• the types of victim as well as types of information the adversary is after.

Table 3 displays an illustration of such predictions.

Discussion Due to the retrospective nature of Target, there is a limited scope to
infer information regarding the adversary from this component. Perhaps, the most likely
approach to carry out this task is to devise and execute a set of inductive/deductive
rules (such as those illustrated in Table 3). Nevertheless, it is possible to gain a better
insight into the adversary through the target component if an organisation is willing to
take a proactive approach. This approach involves the organisation planting ahead of any
targeting activity a wide range of decoy elements (possibly with varying access restrictions)
containing information pertaining to the organisation and its employees. Then the use of
one or more of the decoy elements in a spear phishing email is likely to reveal, at least
in part, the mechanism utilised to harvest information about the victims, as well as the
effort, motivation and capability of the adversary behind a spear phishing attack.
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Table 3: An illustration of predicting information about an attacker based on evidence
from the target component. It should be noted that the above examples are presented for
the purpose of illustration, and thus their validity needs to be verified by domain experts.

Evidence relating to
the target component

Predicted
class of
adversaries

Predicted
targeted
victim

Predicted targeted
assets

Victim-tailored
information consisting of
plain facts that are
explicitly and widely
available on public
websites/repositories

Opportunistic
attackers
(using web
crawlers and
alike to learn
about the
victims)

Random
victims (whose
details are
randomly
collected by the
tools an
attacker has at
his/her
disposal)

Personal credentials for
the purpose of financial
gain

Victim-tailored
information being very
convincing (that is likely
resulted from a careful
processing and integration
of different sources of
information available on
public
websites/repositories)

Targeted/
sophisticated
attackers

Specific victims Personal credentials
/sensitive information
for the purpose of
financial gain or
espionage

Specific information about
an organisation included,
and more than one person
in an organisation
receiving similar emails

Targeted
attackers/
adversaries

Specific
organisations

Personal credentials/
sensitive information
for the purpose of
financial gain or
espionage (the attacker
may aim to exfiltrate
the customer payroll
information or
intellectual properties
of a specific company)

Specific information about
an organisation included,
and the victim having an
interesting role/rank in the
organisation

Targeted
attackers/
adversaries

Specific
personnel in
a specific
organisation

Specific assets for the
purpose of financial
gain or espionage

The included information
about a specific victim (or
an organisation) is not
available on the public
websites/repositories, and
timing possibly included

Insiders
(which can be
human or
malware)

Specific
victims/
specific
organisations

Personal credentials/
sensitive information
for the purpose of
financial gain or
espionage
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11 Attribution of evidence in the lure

component

The lure component of a spear phishing attack is typically in the form of an email message
that appears to come from a legitimate or familiar sender, and convinces a user to perform
an unwitting act. There are usually two sources of information one can obtain from
a standard email message: information about the email message (e.g., email metadata
provided by the email header), and information communicated between the sender and the
receiver (contained in the email textual content). The email header provides information
about the email such as the containment of an attachment as well as the source and
the travelling path of the email message, and the email textual content can indirectly
provide various types of information about the sender or intent. It is therefore natural and
important to examine both these sources of information in an attempt to attribute a spear
phishing email. More specifically, attribution methods discussed in this section include:
email source attribution (based on ownership evidence such as IP addresses and email
addresses), identification/characterisation of a single adversary (based on the writing style
reflected in the email textual content), and identification/characterisation of an adversary
class (mainly based on the email metadata).

11.1 Email source attribution

In the trustworthy world, the source of an email can be easily identified based on the own-
ership evidence (i.e., email/IP addresses and sender’s name) provided in the email header.
At the application layer, the source of an email would be the user account associated
with the sender’s email address or name. At the network layer, the source of an email
would be the machine associated with the sender’s IP address. However in the context
of spear phishing, information relating to the email source at the application layer (i.e.,
email addresses and senders’ name) is almost certainly falsified via email spoofing : the
email is often claimed to have come from human resources personnel in the organisation,
a relative/friend, or a social network/corporation with which a victim has an association.
In the same vein, information regarding the email source at the network layer (i.e., IP
addresses) is often fabricated via IP spoofing. In a worse-case scenario, if any mail server
on the travelling path of an email message is compromised, or the email is sent from a
phishing mail server, all information provided in the email header is unreliable because
entries in the header can be modified, deleted or entered with little effort.

It is obvious that identifying the sender of a spear phishing email based on the header
information is not a viable approach. This calls for a survey of methods that track the
source of an email by tracing backwards the physical trail left by the email on the data com-
munication network. Since email is an application that uses Mail Transfer Agents (MTAs)
and Simple Mail Transfer Protocol (SMTP) to transfer electronic messages and physically
operates over the Internet, email source tracking, in principle, can be performed either at
the application layer (email tracking), or at the network layer (IP traceback/tracking).

Email tracking Minimal efforts have been made on tracking email messages. The
few examples of methods to track email include tracking legitimate email communication
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between a company and its customers [84, 108], and tracking general electronic messages
via the use of a registered appliance (specific to an Internet Service Provider, or ISP) to
mark, record and track the messages [251]. However, most of the work consists of research
ideas and proposals.

IP traceback IP traceback – henceforth traceback — methods are aimed at iden-
tifying the source of an attack in the face of IP spoofing. It is based on the rationale
that irrespective of where a spoofed network packet claims to be sent from, there exists in
reality a physical point in the data communication network where the packet enters the
network, and a physical path over which the packet traverses to reach the victim. If this
path is to be followed, starting from the destination point and tracing backward as far as
possible, it is possible to uncover the true identity of the source. This idea has attracted
research attention for more than a last decade and resulted in a large amount of published
work. Since traceback methods could be generalised or adapted for use in tracking a spear
phishing email message, a survey of relevant traceback methods is presented in the next
section. To keep the following discussion generic, messages are used to refer to both net-
work packets and email messages, protocols to refer to those at both the network/transport
layer (e.g., IP/TCP and ICMP) and application layer (e.g., SMTP, FTP and HTTP), and
routers to interchangeably refer to network routers and mail servers.

11.1.1 Traceback methods

The impetus for much research work in the literature of traceback can be attributed
to battles against distributed denial of services (DDoS) attacks. As such, many source
tracking methods take advantage of the unique characteristics of DDoS and thus are not
applicable to the attribution of spear phishing emails. However there are a number of
methods that could be generalised (applied at the level of MTAs and SMTP), or adapted
(used at the level of network packets but adapted to track email messages), for use in the
spear phishing context. The methods to be presented are grouped into four categories:
logging and querying, marking, filtering, and stream matching45.

11.1.1.1 Logging and querying In a logging scheme, routers (or MTAs) record in-
formation about the network traffic passing through it. Ideally, the routers would keep a
log of every traversing packet. In this case, the task of reconstructing the path of a message
only involves the end host querying the relevant routers to find out the necessary informa-
tion. However this brute-force approach is not viable in practice due to the undesirable
implications for privacy, and significant processing and storage overhead imposed on every
router. To mitigate this problem, a router can adopt either of the following strategies: (i)
limit the number of messages to be logged, and/or (ii) limit the amount of information
from each message to be logged [308]. In the former approach, a router can be instructed
to log only network traffic destined for pre-determined sensitive destinations (e.g., a crit-
ical department), and/or dynamically log network traffic that seems suspicious. Provided
that the number of interested destinations is small, this would reduce the amount of data
stored in the routers to a significant degree. In the latter approach, for the purpose of

45The structure of this section is loosely based on the literature survey by Wheeler [308].
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attribution, it is sufficient to store only a fragment of a message, a hash of the message, or
a hash of a fragment of the message. Recording a hash of a traversing message not only
reduces the amount of data that needs to be stored on the routers, but also avoids the
related privacy concern. For instance, (i) Cisco routers provide a capability to record infor-
mation about data passing through the router, including source/destination IP addresses
and ports, number of packets/bytes, IP protocol, and TCP flags [257]; (ii) Source Path
Isolation Engine (SPIE) is an efficient way to store IP packet hashes using a Bloom filter
[270], together with its high-performance hardware implementation [259]. Proposals for
traceback protocols are also available at [233]. Once data from network packets is logged
on routers/mail servers, querying can be performed to obtain the necessary information.
Querying to date is mostly done manually, which is inefficient in terms of response time
and human resource. To this end, a number of protocols have been proposed for automated
querying of logging systems (c.f., [283, 11, 12, 13]) and of hosts (c.f., [50]).

11.1.1.2 Marking Marking can be considered a message-centric logging scheme. In-
stead of a router, or an MTA, keeping a log of messages that it forwards, each message
in this scheme carries a log of routers it has visited (c.f., deterministic router stamping
at [78]). Indeed, existing MTAs already implement this marking capability as evident in
an email header. This type of information in the email header is generally not authen-
ticated, and thus is unreliable when deception is involved. This problem was rectified
in the Deciduous approach [52, 51] in which IPSEC authentication headers were used to
identify at least some of the routers traversed. To avoid rapidly increasing the packet size
by appending logging information to the message header, Dean [72] proposed algebraic
encoding : a method that uses algebraic techniques to efficiently encode (in terms of space)
routing information so that it can be stored in the IPv4 ‘fragment id’ field. Other mark-
ing techniques such as probabilistic packet marking [261, 262, 271, 184], (probabilistic)
router stamping [78], and separate message transmission [23, 196] were also investigated.
However they require a large amount of traffic generated from the offender to reach the
defender and thus are not relevant in the context of spear phishing.

11.1.1.3 Filtering Different from logging and marking techniques, filtering methods
allow for an identification of the attacker network (or a range of networks) rather than
an individual host. One such filtering method is network ingress filtering46 (c.f., [96]).
Network ingress filtering requires that all messages entering a network have a valid ‘source’
value for that network entry. Provided that ingress filtering is properly implemented at
every entry point of a network, messages entering the network with spoofed IP addresses
outside the valid range will be filtered. In the case that a malicious message successfully
evades filtering by having its spoofed IP within the valid range, network ingress filtering
significantly narrows down the possible location of the origin of the message. It is claimed
that the attribution problem might be solved if ingress filtering is completely implemented
on the Internet [143]. Likewise, if an MTA only transfers emails from a list of given trusted
senders, identifying the source of email messages would be a much easier task. Major
advantages of ingress filtering over other traceback approaches include: (i) no performance
and storage overhead imposed on routers, (ii) no undesirable impact on privacy, (iii) ease of

46Network ingress filtering is also known as egress filtering (where filtering devices are positioned at exit
points of the network) or firewall filtering (where filtering mechanisms are deployed within firewalls).
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implementation due to the existence of filtering capability within routers, and (iv) ingress
filtering can be deployed in an incremental manner. However, ingress filtering needs to
be deployed at every entry point of the network (or every point at the outer edge of the
Internet) and incorporate mobile IPs for it to be fully effective, otherwise the efficacy of
the method would be much reduced.

11.1.1.4 Stepping stone attack attribution It would be unlikely for a sophisticated
attacker to initiate an attack from his/her own machine. To obscure his/her identity, the
attacker often steps through a chain of machines (stepping stones) before launching an at-
tack. In such a scenario, even if all the traceback methods discussed above are successfully
carried out, the result is usually a stepping stone machine owned by an innocent user.
To address this problem, a number of research work in the literature studied methods to
detect such stepping stones based on stream matching — a technique that involves exam-
ining and matching streams of data coming in and out of a host, or a network, in order to
reconstruct a chain of connections starting from the stepping stone closest to the victim
back to the attacker’s machine. Historically, early stream matching methods targeted tel-
net and rlogin due to the fact that these services do not change the content at each hop
(terminal to terminal connection) as some encrypted services do. Recent stream matching
methods expand their practical applicability by dealing with both unencrypted and en-
crypted services such as SSH. In a closed and tightly controlled network, stream matching
can be host-based where stream monitoring and matching capability is implemented on
each host. However, in open networks such as the Internet, network-based stream match-
ing where the capability is implemented on a number of monitoring machines around the
network is more suitable and widely-accepted.

Stream matching can be done via content (content-based stream matching), header
(metadata-based stream matching) or timing (timing-based stream matching). Stanoford-
Chen [280, 281], in his ground-breaking paper for content-based stream matching, used
thumbprint — a short piece of information that summarises the content of the connection
— to capture the characteristics that are unique and invariant to streams belonging to
a chain of connections. In this way, the connection path from the attacker through a
series of stepping stones can be determined by matching the thumbprints from a pool of
streams collected by monitoring machines throughout the network. In his/her metadata-
based stream matching approach, Yoda [313] first required the time stamps and headers
of the packets to be recorded at many places on the Internet. Yoda then matched streams
by computing a deviation (i.e., the difference between the average propagation delay and
the minimum propagation delay of two connections) for each of the packet streams at
various Internet sites from the given stream. This approach is based on the supposition
that the deviation for two unrelated connections is large enough to be distinguished from
the deviation of connections in the same connection chain. Both the content-based and
metadata-based stream matching approaches share a major shortcoming: they do not
work in the presence of encryption. This short-coming motivated research on timing-based
stream matching. The first timing-based stream matching method, proposed by Zhang
and Paxson [320], is based on the correlation of the ON and OFF periods of different
connections. A stream is considered to be in an OFF period when there is no data traffic
on a stream for more than a time period threshold, otherwise it is in its ON period. Their
approach is based on an observation that two streams are likely in the same connection
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chain if their OFF periods end, or their ON periods start at similar times. Since the ON
and OFF periods can be measured externally, the method holds even when encryption is
used. This work triggered a series of stream matching methods based on timing, including
the approach based on inter-packet delays (IPDs) of both encrypted and unencrypted data
streams [300], and approaches dealing with techniques to disguise traffic such as insertion
of timing perturbance and/or superfluous packets (chaff) [28, 80, 321]. It is important to
note that stream matching methods are not sufficient to detect zombies due to the fact
that a zombie is often instructed to transform and/or delay the attacker’s communication,
and thus it is generally much harder to match the output stream from a zombie with the
corresponding input stream. There does not appear to be a stream matching method that
is specifically devoted to reconstructing a chain of connections via zombies.

There are other types of traceback methods compiled by Wheeler [308] such as input
debugging performance which involves providing upstream routers with an attack traffic
signature or a destination address and asking them to report when they see that pattern
next time, and reconfigure and observe network which involves reconfiguring the network
and observing any changes to identify the source of the attack. However, these traceback
methods are only applicable for detecting the source of an ongoing attack involving large
amounts of traffic and thus not relevant to the attribution task under discussion.

11.1.1.5 Discussion From a research perspective, the literature of traceback is suffi-
ciently mature, providing a wide range of methods to traceback to the source of an attack,
possibly traversing stepping stones. As presented above, a number of the existing methods
can be adapted for the identification of the source of a spear phishing email. From a prac-
tical perspective, the greatest hindrance to the efficacy of traceback methods in reality is
the difficulty in achieving global cooperation toward a common attribution goal. In addi-
tion, privacy concerns, security of the data used for attribution, the presence of intentional
deception, as well the employment of zombies in a sophisticated attack are major practical
problems that automated traceback needs to deal with. Automated source traceback in
open networks such as the Internet is still a future prospect. Having said that, some tech-
niques such as ingress network filtering can be, at present, implemented on some parts of
the network (without many undesirable consequences), and thus can potentially assist the
attribution problem to a certain extent. In general, it is unlikely that traceback methods
alone can attribute a spear phishing email to its source; rather they should be combined
with other techniques in order to infer more information about the attacker, or to narrow
down his/her location.

11.2 Email authorship attribution

It is possible that a piece of email text pertaining to a spear phishing attack reflects the
writing style, and possibly characteristics, of its author. This section therefore aims to
present authorship attribution methods that are potentially applicable to spear phishing
emails. Since email and online messages share many common features, the discussion of
authorship attribution methods also includes, but is not limited to, those proposed for
messages in blog posts, newsgroups, bulletin boards and chat rooms. In particular, these
methods will be directly relevant in the case of Internet Relay Chat (IRC) and Short
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Message Service (SMS) messages adopted as communication channels in a spear phish-
ing attack. I also follow the convention in modern authorship attribution and hereafter
interchangeably refer to a piece of text under attributional analysis as a document.

Whilst using text as a medium for representing and communicating information, at-
tribution of mail messages is however not entirely the same as that of other types of
writing work presented in Section 5. The reason for this is that email, as a modern form
of communication, has introduced a new style of writing and a new type of language
(paralanguage)47, making itself an intermediate form between formal writing and informal
speech. An email used for the purpose of formal and professional communication would
contain many features similar to those in traditional text. However the majority of email
messages in the wild would exist in their casual and informal form. As such, email mes-
sages do not often conform to rigidly syntactic and grammatical conventions. They also
tend to contain simple-structured sentences, commonly used vocabularies, spelling and
grammatical mistakes, and most importantly, email messages are usually short. These
distinguished features render classical methods in authorship attribution less effective in
the email context. For instance, the majority of the classical methods that use frequen-
cies of word, sentences, various patterns and so forth as textual measures requires a text
sample to contain at least 500 words [182] for the textual measures to be of statistical
significance48. In reality, most email messages are far shorter than this threshold. Yet, a
greater concern is a need to deal with higher-order impacts on attribution possibly caused
by the combined effect of certain features of email messages. For example, the combination
of adaptability and topic diversity may make email messages written by the same author
vary greatly from one message to another.

Nonetheless, email text presents additional features that are not captured by the clas-
sical methods. Email text has structure (a typical email message consists of a greeting,
a body and a signature) and peculiar features (e.g., the possible containment of requoted
text in different positions, and the possible inclusion of disclaimers and advertisements).
In particular, because of its informality and casualty, email text tends to naturally reflect
an author’s writing style, and the structure and layout of an email message is unlikely to
be altered or modified by a (human or automatic) editor. Therefore some of the features of
email, on the one hand, decrease the effectiveness of classical authorship attribution meth-
ods, whilst its additional features, on the other hand, leave room for the development and
enhancement of methods to attribute email messages and their alike.

Authorship attribution methods presented in Section 5 primarily address the prob-
lem of author identification — the task of determining the most plausible author for an
anonymous text from a group of potential authors, or suspects. They also work on a
presumption that the anonymous text is of considerable length (thousands of words) and
that there is a large number of sample documents for each known author. This section
discusses authorship attribution methods that build on those discussed in Section 5 but
can be applied to situations where these assumptions do not hold (e.g., attribution of
email and online messages). Apart from author identification, these methods also address
a wider range of tasks, including:

47Paralanguage involves the use of non-verbal elements to convey emotions (e.g., emoticons, bold/italic
text, and extra symbols such as asterisks and underscores).

48Forsyth and Holmes [97] also found in their review that it was very difficult to attribute of a piece of
text of less than 250 words to an author.
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• author characterisation49 which involves collecting sociolinguistic attributes, such
as gender, age, occupation, and educational level, of the potential author of an
anonymous document;

• author similarity detection which involves determining whether any two given doc-
uments are produced by the same author, without knowing who the author is; and

• author verification (closely related to authorship similarity) aims to answer the ques-
tion of whether a given document is written by a specific author.

Attribution techniques for email analysis are discussed below. In the discussion, I
treat authorship similarity detection and author verification as special cases of author
identification.

11.2.1 Author identification

Pioneering efforts in determining email authorship are presented in [70, 4, 71]. More
specifically, the initial experiment on author identification was conducted by de Vel [70]
using a collection of 240 emails by 5 authors. De Vel used support vector machines (see
Section 7.5.2) as a classification technique, and utilised a set of 38 features of various
types — lexical, character-based, syntactic (e.g., function words), structural (e.g., number
of tabs) and application-specific (e.g., the reply status). De Vel found that the features
that effectively discriminated the different authors included the existence of tabs, number
of lines in the email text and function word attributes. In subsequent work, Anderson
et al. [4] and de Vel et al. [71] studied author identification across multiple email topic
categories. For instance, de Vel et al. [71] used a total of 156 email documents by three
authors discussing three independent topics (movies, food and travel). The researchers
also used a larger set of features (170 features in total) containing up to 21 structural
features, e.g., the containment of a greeting/farewell acknowledgment, containment of a
signature text, number of attachments, positions of requoted text, HTML tag frequency
distribution and total number of HTML tags. The experimental results demonstrated
the combination of linguistic and structural features enabled the researchers to effectively
discriminate the authors even when multiple topic categories are involved. However, ac-
cording to de Vel and colleagues, since some of the features used in the experiments have a
‘content-based bias’ [71], the accuracy of the results would diminish if there was a content
overlap between the topic classes. A more comprehensive investigation of email authorship
analysis is presented by Corney in [65], the results of which both consolidated previous
findings and provided important information. Corney’s findings include: (i) though the
use of linguistic features by themselves was not sufficient, the combination of linguistic and
structural features, together with the use of support vector machines, was demonstrated
to successfully attribute an email document to its author, (ii) due to the small number
of words in a typical email message, the use of word collocations (word-based ngrams)
was unsuccessful, and (iii) it was possible to determine authorship for email documents
containing as few as 200 to 250 words. A full presentation of the feature sets used in
Corney’s work can be consulted in appendix A of [65].

49Author characterisation is also referred to as author profiling in the literature.
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Motivated by the encouraging results achieved in the initial investigations of email
authorship, a series of research studies have been undertaken in an effort to advance the
state of the art of what is known as modern authorship attribution. The research studies
addressed overlapping problems and achieved diverging results. To untangle the relation-
ship among the studies as well as to present their contribution in a coherent manner, I
will present them according to the major types of problems they attempted to address as
follows: (i) studying of features that represent writing style in modern settings, (ii) inves-
tigation of custom feature sets that are either optimised for a domain or best represent
the authors, (iii) study of author attribution in a multi-lingual context, (iv) development
of methods for author verification/similarity detection, (v) devising solutions for a specific
practical problem possibly encountered in modern authorship attribution (i.e., there is a
very large number of authors with small samples of text), and (vi) evaluation of different
techniques for attributional analysis.

11.2.1.1 Study of features that represent writing style in modern settings
Zheng and colleagues [322] conducted a comprehensive study on writing-style features and
classification techniques for online messages. They conducted experiments with English
and Chinese ‘for sale’ online messages, in which content-specific features were used in
conjunction with other content-free features (e.g., lexical, character-based and syntactic
features). According to Zheng and colleagues, content-specific features are important dis-
criminating features for online messages on the grounds that a specific user may often post
online messages involving a relatively small range of topics whereas different users may
distribute messages on different topics. For example, a criminal selling pirate software may
use such words as obo (or best offer), for sale, whereas a criminal distributing pornography
materials may frequently use words such as sexy. Therefore, choice of words or charac-
ters for similar concepts in specific topics may provide some clue about the identity of
the author. Zheng and colleagues extracted a total of 270 features which consisted of 53
character-based features, 34 lexical features, 158 syntactic features (frequencies of punctu-
ation and function words), 14 structural features, and 10 content-specific features (such as
deal, obo, sale, wtb, thx, paypal, check, windows, software, offer, Microsoft which are spe-
cific in the ‘for sale’ context). Several important remarks were made on the experimental
results: (i) lexical features themselves are not effective for authorship identification for Chi-
nese online messages (this is probably due to Chinese having different word-segmentation
to English), (ii) adding syntactic features to the feature set did not result in a significant
accuracy improvement for the English dataset (since the online messages were too short
and thus the frequencies of the function words are not of statistical significance), (iii)
adding structural features improved the performance significantly for the English dataset
(this suggested that structural features appeared to be a good discriminator among au-
thors for online messages), and (iv) content-specific features improved the performance for
the English datasets.

In an effort to improve the representative power of a feature set, Koppel and colleagues
[163] proposed a new feature selection technique which is based on a stability criterion.
Stability is defined by Koppel and colleagues as a measure that captures the extent to which
a language element, such as a word or a syntactic construct, is replaceable by semantically
equivalent elements (e.g., smart can be replaced by clever, bright and intelligent without
introducing a significant change in its meaning). According to this definition, words such
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as or and the are stable because they do not have semantically equivalent alternatives,
whereas the word be is more unstable because it can be replaced by being, been, was,
were, is, are and am, depending on the tense and the subject of the sentence. The idea
underpinning the stability criterion is that linguistic features that are both unstable and
frequent are most likely to reflect a stylistic choice, versus frequent but stable features
such as proper nouns, or infrequent words [163]. In some aspects, the rationale behind
unstable and frequent features is similar to that of function words; however, unstable and
frequent features have an advantage over the use of function words in that the stability
criterion can be applied to any type of linguistic feature — whether it is lexical, syntactic
or complexity-based.

11.2.1.2 Investigation of custom feature sets All the research work presented
above used a ‘universal’ fixed set of features constructed using features that promise to
discriminate between the writing styles of different authors. This universal set of features
is then instantiated to capture the writing style of authors. There is a movement toward
the development of what I refer to as custom feature sets. The goal of a custom feature
set is to either best represent documents in a specific domain (domain-specific feature set)
or best represent an individual author (author-specific writeprint).

Author analysis using domain-specific writeprints Li and colleagues [186] de-
vised a feature selection technique based on genetic algorithms (GA)50 to generate an
optimal set of features for online messages. To utilise the optimisation function of genetic
algorithms, they represent a set of features as a set of binary values (e.g., ‘10011’) in
which 1 represents a selected feature and 0 represents a discarded one. Different subsets
of the feature set are in the form of chromosomes, each of which has its length as the
total number of candidate features, and the sum of all 1 digits as the actual number of
features in the subset. The fitness value of each chromosome is defined as the accuracy
of the prediction results. The selected features of the optimum chromosome at the end
of the evolutionary process (the chromosome that achieved the highest accuracy of clas-
sification among all the generations) would correspond to the key writeprint features. To
empirically validate their hypothesis, Li and colleagues conducted an experiment with a
collection of online messages from misc.forsale.computers as the English dataset and
online messages from the two most popular Chinese bulletin Board systems as the Chi-
nese dataset. First the optimal feature set was constructed from the full set containing
lexical, syntactic, structural and content-specific features, using the proposed GA-based
feature selection algorithm. Examples of features selected in the optimal set included: (i)
@ and $ for lexical features, (ii) ! and : for punctuations, and, if and can for function
words (both syntactic features), (iii) number of sentences per paragraph and has separator
for structural feature, and (iv) frequencies of check and sale for content-specific features.
The optimal set was then used for author identification using a support vector machine
algorithms. The results demonstrated a higher accuracy result when using the optimal
feature set for both the English and Chinese datasets, (99.01% and 93.56%, respectively)
in comparison to those when using the full feature set (97.85% and 92.42%, respectively).

50Genetic algorithms refer to a class of probabilistic optimisation algorithms inspired by Darwin’s theory
about evolution. Genetic algorithms are suitable in finding solution for hard problems, especially where
little is known about the underlying search space.
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It was also noticed that greater improvement between the adoption of the optimal set and
full set was achieved for the English dataset.

Author analysis using author-specific writeprints Iqba and colleagues [135]
proposed a method to construct author-specific writeprints for the purpose of author
verification (see below). The novelty of their approach is that the constructed writeprint
can uniquely represent a specific author (in a closed set of authors). The idea underpinning
this novelty involves representing the authors’ writing styles as sets of frequent patterns
extracted from his/her email messages, and eliminating any common patterns between the
sets of frequent patterns. As the result of this process, each author-specific writeprint best
represents the writing style of its authors, but does not represent the writing style of any
other authors. To facilitate an efficient and easy construction of an author’s writeprint,
the researchers discretised the frequency of each stylistic feature into multiple intervals,
called feature items. A feature item that contains a normalised feature frequency would
have value 1, or have value 0 otherwise. In this way, each email document is represented
by a feature vector of binary values. A frequent pattern is a feature item, or a set of
feature items, that exists in a number of emails by an author which is greater than a user-
defined minimum support value. A vector of such frequent patterns (a writeprint) is used
to represent an author’s writing style, and is made unique by filtering out the common
frequent patterns. By matching write-prints with the malicious email, the true author
can be identified. Iqba and colleagues reported that their writeprint method achieved a
classification accuracy of 90% (with 0.1 as the minimum support value) when tested with
120 real-life emails by 6 authors.

11.2.1.3 Authorship attribution in a multi-lingual context Authorship attribu-
tion has also been studied across different languages (c.f., [241, 243, 186]). More specif-
ically, Peng and colleagues [241] conducted experiments on Greek, English, and Chinese
datasets. They studied the linguistic characteristics of each of the languages, and sug-
gested the use of character-based features such as n-grams to avoid word-segmentation
which is a difficult problem for many Asian languages including Chinese. Peng and col-
leagues built an authorship analysis model based entirely on n-grams, and used the model
to identify authors of Greek newspaper articles, English documents, and Chinese novels
using the Bayesian classification technique (see Section 7.5.1). They achieved high accu-
racy in each language, with the best accuracy achieved in each language being: English
(98% using a 6-gram model), Chinese (94% using a 3-gram model) and Greek (90% using
a 3-gram model). They also noted that the Chinese vocabulary is much larger than the
English vocabulary, which may give rise to sparse data problems and necessitated the use
of some feature reduction/transformation techniques (see Section 6.2.1). In the same vein,
Li and colleagues [186] devised an optimal set of features, consisting of lexical, syntactic,
structural and content-specific features, and applied it to authorship identification of both
English and Chinese online messages. The researchers reported the accuracy of the results
(produced by a support vector machine classifier) which were as high as 99.01% for the
English dataset and 93.45% for the Chinese dataset.

11.2.1.4 Authorship verification/similarity detection Apart from the author-
specific writeprint method presented above, the research work discussed so far has focused
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on identifying the author for an anonymous document from a list of suspects, none of
them have addressed the problem of verification and similarity detection. To address this
problem, an intuitive solution is to divide the group of suspects into two groups: A or ¬A
(where A is the suspect who needs to be verified if he/she is the author of an anonymous
document), and use an existing author identification method to determine whether the
anonymous document belongs to A and ¬A . However, this approach has a fundamental
flaw in the fact that other authors in the group (excluding the suspect) are treated as
negative examples, and thus fails when the document is not written by any of the authors.
This motivates Iqba and colleagues (see above) and other researchers [2, 164] to devise a
new range of techniques that are able to determine whether a document is written, with
a certain degree of certainty, by a suspect, rather than simply assigning the document to
the most probable author in a closed set.

Research work by Abbasi and Chen [2] targets both author identification and simi-
larity detection. They first devised an extensive base collection of features (tens of thou-
sands), primarily consisting of different types of n-grams and including 5,513 common
word misspellings — expecting that it would better capture all possible variations in the
language used among the authors. Next, a writeprint was created for each author using
the Karhunen-Leove transform51 (or K-L transform) on the base collection of features and
the author text. Then the dissimilarity in the writing styles of the suspect and the author
of the anonymous document was measured through the usage of certain features, or dis-
rupted patterns (e.g., there are features that the suspect never uses — the features each
has a frequency of zero in the suspect’s writeprint, but exist in the anonymous document,
and vice versa. The comparison and similarity detection techniques used were based on
K-L transform, instead of mainstream statistical and machine learning techniques. The
researchers carried out an empirical comparison of their approach and existing bench-
mark methods based on support vector machine and principal component analysis (see
Section 6.2.2), and across multiple domains including different types of online messages
and programming code. The feature vectors used in the experiment were derived from
non-overlapping blocks of text of approximately 250 words52 from 100 authors. The re-
sult demonstrated that their technique significantly outperformed the other techniques in
author identification for email messages and chat-room postings, and significantly outper-
formed the other technique for all datasets in similarity detection. Overall, the empirical
experiment demonstrated the success of their approach for similarity detection with small
sample of texts, and indicated the usefulness of author-specific feature sets when dealing
with of large number of authors.

Abbasi and Chen used disrupted patterns (e.g., features with zero frequency in one
document are used in the other documents) to determine the dissimilarity between docu-
ments belonging to different authors. Although this idea is intuitive and effective in many
cases, it does not work if disrupted patterns are the results of the documents discussing
different topics, or the author unintentionally/intentionally changing his/her writing style.
To this end, Koppel and Schler [164, 166, 168] took a rather different approach. Instead
of focusing on strongly discriminating features among documents across authors as impor-
tant clues to authorship, the researchers identified features that reflect the dissimilarity

51Karhunen-Leove transform is an equivalence of PCA (see Section 6.2.2) in the pattern recognition
paradigm (c.f., [303, 304]).

52250-word is the minimum requirement for a piece of text to be effective in authorship analysis.
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among documents by the same author and subsequently eliminated them. This approach
is based on the hypothesis that no matter how different the two documents are, the differ-
ences between them will be captured in only a relatively small number of features if they
are written by the same author, despite possible differences in theme, genre and the alikes.
Once this small set of features is removed, it becomes significantly harder to distinguish
between the two documents. Koppel and Schler described the operation of their method,
named the unmasking technique, as follows. Based on an initial feature set containing
words with the highest average frequency in the documents, the unmasking technique is
iteratively applied to different portions of the two documents through two steps: (i) deter-
mine the classification accuracy results using a support vector machine with linear kernel
(see Section 7.5.2), and (ii) eliminate the k most strongly weighted positive features and
the k most strongly weighted negative features. With the masking technique, documents
written by the same author become indistinguishable much faster (after a few iterations)
than documents written by different authors. An experiment conducted on literary texts
using the unmasking technique was reported to achieve consistently high classification ac-
curacy (from 80% to 90%). It was also noted by Koppel and Schler that the unmasking
technique is more effective at discriminating different authors (even if they are on the
same topic) than distinguishing the same author on different topics [164]. The unmasking
technique is also robust to a lack of data: it is capable of verifying that a document is
authored by a suspect when writing examples of only that suspect are available to at-
tribution practitioners (the one-class classification problem). In general, the effectiveness
of the unmasking technique is appealing, however the author’s sample text is required
to be sufficiently long for the technique to be effective. As stated earlier, another major
contribution of the unmasking technique is that by capturing an author’s writing style at
the ‘submerged level of consciousness’, the unmasking approach is able to address (to a
certain degree) the problems of an evolving or deceiving writing style. Whilst it is possible
for writing style to change for the purpose of deception, it is also apparent that human
writing style evolves over time. There are many possible reasons for this. For instance,
according to Pennebaker and Stone ([240] cited in [40]), people tend to ‘use more positive
and fewer negative affect words, use fewer self-references, use more future-tense and fewer
past-tense verbs, and demonstrate a general pattern of increasing cognitive complexity’ as
they get older.

11.2.1.5 Authorship identification/verification for a large number of authors
The majority of research on authorship attribution deals with a small number of authors,
with some researchers reporting a decrease in classification performance when attempt-
ing to increase the number of authors in their experiments. Zheng and colleagues [322]
observed a 14% drop in accuracy when increasing the number of authors from 5 to 20,
and Argamon and colleagues [8] experienced a 23% drop in message classification accu-
racy when increasing the number of authors from 5 to 20. Realising that scalability with
respect to the number of authors is important for the practical viability of an author-
ship attribution method, Madigan and colleagues [195] and Luykx and Daelemans [190]
studied authorship analysis on sets of 114 and 145 authors, respectively. Most recently,
Koppel and colleagues [168, 169] performed authorship attribution in situations where
there are thousands of known candidate authors (more specifically, 10,000 blog authors)
with known documents of limited size (i.e., 2000 words in the known document for each
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author). To handle a large number of authors (i.e., classes) — a situation in which the
construction of a learning classifier would not be practical, the researchers made use of a
simple statistical similarity-based measure cosine similarity, and represented each docu-
ment as a large vector of space-free character 4-gram frequencies. Based on a presumption
that two documents belonging to the same author would consistently exhibit similarity
on various feature sets, matching each author’s known document with the anonymous
document (using the cosine similarity technique) is repeatedly carried out on a number
of different subsets of the full feature set. The known document most often recorded as
‘top match’ will have its author assigned to the anonymous document. In general, the
attribution method proposed by Koppel and colleagues achieved satisfying results. For a
comprehensive evaluation of the method, please refer to [168]. An interesting result worth
noticing from the experiment is that the fewer the number of authors, the less accurate the
classification results are. This result suggested that while authorship attribution involving
a large number of authors with known documents of limited size can be solved, verification
of authorship where both the number of authors and the size of known documents are small
remains open for future research.

11.2.1.6 Attributional analysis methods A variety of techniques have been ap-
plied to attributional analysis, including Näıve Bayes (c.f., [218, 160, 133, 242]), principle
component analysis (PCA) (c.f., [39]), rule construction (c.f., [124, 126, 6, 165, 1, 322]),
Winnow (c.f., [161, 7, 163]), Baysian regression (c.f., [107, 195, 5]), cluster analysis and dis-
criminant analysis (c.f., [125, 182]), multilayer perceptron (c.f., [292]), radial basis function
(RBF) networks (c.f., [189]), and especially support vector machines which are adopted by
the majority of researchers in modern authorship attribution (c.f., [70, 71, 75, 165, 167, 1]).
Please refer to Sections 6 and 7.5 for a description of the mentioned methods.

It is collectively revealed from individual empirical results that support vector ma-
chines, in general, provide the greatest accuracy results. This finding was also confirmed
by a number of experiments conducting comparisons of different attributional analysis
techniques on the same dataset. For example, Zheng and colleagues [323] reported in their
published work that support vector machines achieved better performance than neural
networks which, in turn, gained higher performance than the C4.5 decision tree algo-
rithm in terms of precision, recall and accuracy; and Koppel and colleagues stressed that
support vector machines and Bayesian regression are far superior to the other learning al-
gorithms. However, when the number of classes (authors) involved is exceptionally large,
simple statistical similarity-based methods such as the cosine similarity are considered
more appropriate than machine-learning methods [168, 190].

11.2.2 Author characterisation

When identification of an individual author is infeasible (e.g., there are no known authors
for a collection of emails), predicting characteristics, or traits, of authors can be a good
alternative. By providing certain clues about an author’s identity, author characteristics
help narrow down a group of suspects, rather than pinpointing the actual author. Clas-
sification of author characteristics investigated to date include: gender and/or age (c.f.,
[7, 36, 37, 65, 93, 92, 162, 246, 264, 290]), education (c.f., [65, 93, 92, 246]), location (c.f.,
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[246]), language background (c.f., [65, 167]) and psychometric traits (c.f., [93, 92, 244, 245]).
For instance, Corney [65] built sociolinguistic profiles for authors which can be used to
identify the gender, language background, age group and education level of email authors.
Estival [93, 92] implemented TAT — an author profiling tool with application to Arabic
emails demographic traits (age, gender and education), and psychometric traits (extraver-
sion, lying, neuroticism and psychoticism). Thomson and colleagues [290] investigated
the existence of gender-preferential language styles in email communication. The types of
styles investigated included references to emotion, provision of personal information, use
of intensive adverbs, the frequency of insults and opinions. The researchers hypothesised
that the first three of these features are characteristics of female authors, whereas the last
set of features are male-preferential. Using manual feature extraction and discriminant
analysis (see Section 7.5.2), Thomson and colleagues claimed that they were able to predict
the gender of email authors.

In particular, Koppel and colleagues [168] conducted a most comprehensive exper-
iments on author characterisation which investigated all profiling dimensions presented
above: gender, age and personality (more specifically, psychometric traits). For gender
and age classification experiments, Koppel and colleagues conducted their experiment with
a corpus containing a full set of postings of 19,320 blog authors (who provided self-reported
age and gender); with each author document (which comprises all the postings by the au-
thor) containing from several hundreds to tens of thousands of words. The documents in
the corpus were first classified into two categories of gender (male and female), and then
grouped into three classes of age (13-17, 23-27 and 33-47). Important findings from the
experiment are listed below.

• With respect to gender classification, content-specific features are slightly better
than linguistic features.

• The linguistic features most useful for gender discrimination are determiners and
prepositions (features of male writing) and pronouns (features of female writing).

• The content-specific features most useful for gender discrimination are words related
to technology (male) and words related to personal life and relationships (female).

• Regarding age classification, the linguistic features most useful for discrimination
are contractions without apostrophes (features of younger writing), and determiners
and prepositions (features of older writing).

• The content-specific features that proved to be most useful for age classification are
words related to school and mood for teens, work and social life for the 20s, and
family life for the 30s.

Regarding document classification according to native language, Koppel and colleagues
collected from the International Corpus of Learner English [105] 1290 documents (579-
846 words long each) by 258 writers from Russia, the Czech Republic, Bulgaria, France,
and Spain. Based on linguistic features that are specific to a particular language, the
researchers classified documents into classes of authors with different native language. For
example, authors with Russian, Bulgarian and Czech as their native language tend to
omit the article the, and English words with analogs of common use in a native language,

68 UNCLASSIFIED



UNCLASSIFIED DSTO–TR–2865

such as indeed (French), over (Russian) and however (Bulgarian) tend to be used with
higher frequency. Koppel and colleagues [168] observed that the classification accuracy
significantly increased when linguistic features are used in conjunction with features that
measure linguistic idiosyncracies and errors.

Toward classification of personality, Koppel and colleagues [168] made use of a corpus
of essays written by psychology undergraduates at the University of Texas. The essays
range in length from 251 to 1951 words and contain expressions of thoughts and feelings
of the authors. Each author also provided a self-report for the five personality dimensions:
neuroticism, extraversion, openness, conscientiousness, and agreeableness. The results
demonstrated that while content words are, unexpectedly, useless for classifying documents
by neuroticism, linguistic features give a great deal of information about personality. For
instance, the experimental results suggested that neurotics tend to refer to themselves, to
use pronouns for subjects rather than as objects in a clause, to use reflexive pronouns, and
to consider explicitly who benefits from some action (e.g., through the use of prepositional
phrases containing for and in order to); non-neurotics, on the other hand, tend to be
less concrete, to use less precise specification of objects or events (e.g., through the use of
determiners and adjectives such as a or little), and to show more concern with how things
are or should be done (e.g., via the use of prepositions such as by or with and modals such
as ought to or should).

11.2.3 Author clustering

To attribute a set of documents by unknown authors, instead of learning about the doc-
ument authorship by inferring as many characteristics about the authors as possible (as
discussed above), one can attempt to predict if the documents possibly have common ori-
gins (e.g., some documents are possibly authored by the same individual, or the same type
of individuals) by grouping together closely similar documents. In general, author cluster-
ing is a straight-forward task which makes use of the instance-based representation (see
Section 7.5.5) and clustering algorithms (see Section 7.5.6). When the dataset involved is
large, one can capitalise on techniques for information storage and retrieval studied in text
categorisation (see Section 6) to achieve an efficient implementation. It is also possible
to merge multiple aliases belonging to an individual based on the documents authored
by the aliases. For instance, Rao and Rohatgi [252] used principal component analysis
and a nearest-neighbor-based clustering algorithm to merge 117 news posting users with
two aliases; and Noval and colleagues [223] performed a similar alias merging task us-
ing their proposed similarity-based clustering method on the set of features (distribution
of words/function words, misspellings, punctuations and emoticons) that represented the
documents being clustered.

11.2.4 Discussion

The methods presented in this section are aimed at determining authorship for general
emails and online messages, based on linguistic, structural and other features of the emails’
textual content. Since a spear phishing email is distinguished from a general email not in
its (textual) content, but in its intent, the discussed methods can be adapted for use in
the context of spear phishing. Some remarks regarding this prospect are included below.

UNCLASSIFIED 69



DSTO–TR–2865 UNCLASSIFIED

• With respect to stylistic features, n-grams and function words are among the most
effective linguistic features for the discrimination of spear phishing emails by differ-
ent authors. Since the content of spear phishing emails by the same author can vary
significantly in different contexts, general word frequencies, if to be used, should
be handled with caution due to their potential capturing of content words53. Struc-
tural features are less significant for spear phishing emails since many spear phishing
emails tend to be presented in a formal manner. However they may be combined
with linguistic features to improve the accuracy of the prediction results. Syntac-
tic/semantic features (except for function words), on the other hand, are not very
effective due to the relatively short length of spear phishing emails. In general, the
combination of different types of features is likely to improve the overall accuracy of
the authorship prediction results.

• Errors, as linguistic features, are less important in the context of spear phishing.
While errors are among the discriminative features of phishing emails, it is unlikely
to be the case for spear phishing emails. This is due to the fact that spear phishing
emails tend to be carefully crafted (and thus unintentional errors are often avoided),
and target a small number of victims (and thus intentional errors, e.g., those resulted
from application of homograph techniques to evade detection (see Section 2.1), are
less likely to exist). However, due to the very diverse backgrounds of spear phishers,
unique terminology stills play a role in determining authorship of spear phishing
emails.

• Content words should be included as features when the collection of spear phishing
emails belong to a specific domain (e.g., the emails claim to be sent from a financial
institution for the purpose of identify theft, or all the emails are part of attacks
mounted on a specific organisation to exfiltrate sensitive data). In this case, infor-
mation retrieval methods (such as Latent Semantic Analysis, see Section 6.2.2) can
be applied to the collection of emails in order to obtain relevant content words.

• The feature set used for representing the writing style of the authors of spear phishing
emails used can be static or dynamically tailored to the dataset under investigation.
Since each type has its own merits and drawbacks, which type to employ depends
on preference. A universal static feature set is likely to produce less accurate results
when dealing with evolving datasets. Conversely, custom feature sets promise more
accurate results, however they need to be regenerated with each change introduced
in the dataset. So there is a trade-off between accuracy and performance overhead,
which needs to be taken into consideration.

• Machine learning algorithms (especially, support vector machines) have been demon-
strated to be effective and efficient for attributional analysis, and so they should be
considered for classification techniques for spear phishing emails. However, when
the number of spear phishing email authors is substantially large, attribution practi-
tioners should consider utilising simple statistical similarity-based methods, instead
of machine learning algorithms.

• In general, the challenges of authorship attribution in the context of spear phishing

53Features based on n-grams also face the risk of capturing content words but to a much lesser extent.
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do not lie in the existing thematic methods themselves, but are rather rooted in a
number of factors, some of which presented below.

– An organisation has a collection of spear phishing emails, but with unknown au-
thors. In this case, if the organisation has email samples of a particular suspect,
authorship verification/similarity detection methods (such as the method using
disrupted patterns [2] and the unmasking technique [164, 166, 168]) can be used
to verify if the email document under investigation is written by the suspect.
Otherwise, before author classification can proceed, it is necessary to label the
collection, perhaps by performing unsupervised learning (such as clustering54)
with the collection of emails, either based on (i) their textual content to group
emails that might belong to an author or on (ii) metadata (possibly combined
with some content) to identify classes of responsible authors (see Section 11.3).

– A spear phisher may change his/her writing style on a regular basis to confound
attribution. This is an intuitive and plausible expectation. However, identifi-
cation of an offender solely based on the writing style reflected in an email is
not likely to be considered admissible evidence in court, rather it tends to com-
plement other types of evidence. Therefore, some spear phishers — especially
those who reside in nation states where there is no or weak cyber legislation
— have much less motivation to implement this practice. Having said that,
current authorship attribution methods are not able to resolve the problem of
deception55. The problem may be addressed to a certain extent using the un-
masking technique proposed by Koppel and Schler [164, 166, 168]. Deception
within text might also be addressed by attribution based on metadata drawn
from the lure, hook or catch components56.

• Regarding implementing authorship attribution in practice, email messages often
need to be preprocessed to be in a suitable form for the attribution task. Except for
the use of general natural processing language tools to extract tokens and phrases,
specific methods and tools devoted to cleaning and extracting features of email mes-
sages can be adopted/adapted for use. To name a few, Carvalho and Cohen [47]
proposed a technique to extract signature and reply lines from email; Tang and
colleagues [287] devised a method for email data cleaning which involves non-text
filtering and text normalisation; and Lampert and colleagues [178] implemented Ze-
bra, a system based on support vector machines for segmenting the body text of
email messages into nine zone types (author, greeting, signoff, reply, forward, signa-
ture, advertising, disclaimer, and attachment) based on graphic, orthographic and
lexical cues.

54A number of clustering methods exist in the literature that can assist this task, a brief description of
some of the methods are given in Section 7.5.6.

55Brennan and Greenstadt [34] demonstrated that current authorship attribution methods are quite
susceptible to both obfuscation attacks (where the writing style is changed while the content is preserved)
and imitation attacks (where the authors attempt to imitate the writing style of a specific author.

56Generally, deception within text is more easily achieved (e.g., copy-paste) than deception in metadata
(e.g., deceptive malware metadata might require the use of different attack techniques and tools).
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11.3 Adversary class identification and characterisation

Apart from providing ownership evidence such as IP/email addresses, email metadata can
serve as class characteristic evidence, based on which a class of adversaries57 that are likely
to be responsible for a given spear phishing email can be identified. On the one hand,
metadata can be associated with other pieces of evidence contained in a spear phishing
email to reveal more information about the actual attacker. On the other hand, metadata
of emails can be correlated in order to identify common adversary classes responsible for
a collection of spear phishing email messages, as well as to determine the class associated
with a specific email. Attribution methods in the latter category are similar to those
described in Sections 5 and 11.2 except for (i) linguistic and structural features being
replaced/complemented with metadata-based features, and (ii) identification of an indi-
vidual author being replaced with the identification of a class of adversaries. In addition,
email metadata plays a particularly important role when dealing with malicious emails
containing text in images in order to evade detection and attribution where conventional
attribution methods become ineffective.

Research work directed toward determining the origins of emails overwhelmingly uses
text rather than metadata. However, one attribution method in this direction was pro-
posed by Wei and colleagues [306] who conjectured that the relationships between the
metadata-based features across a set of email messages can potentially reveal common
origins of the emails (e.g., if different web domains referenced in the emails point to the
same IP address, then they are related; likewise, if two IP addresses host the same web
pages, then the two IP addresses are related). To verify the idea, the researchers attempted
to cluster spam emails into groups of common origins, using a set of features either de-
rived directly from the emails, or by looking up additional sources such as WHOIS data
from a domain name registra. The set of features used in their clustering of spam emails
largely consists of metadata-based features including message id, sender IP address,
sender email, subject, body length, word count, attachment filename, attachment
MD5, attachment size, body URL and body URL domain. These features have varying de-
grees of influence on the clustering task, for example, sender’s IP address is considered
weak evidence that does not prove two email are related, while body URL domain is suitable
for clustering specific sub-groups of spam emails (i.e., spam emails that contain URLs),
and a domain name (especially, a spam domain) is a very strong indication that the two
emails are related. Wei and colleagues carried out their initial experiments on a dataset of
211,000 messages using hierarchical clustering algorithms. The emails that were predicted
to have a common origin (i.e., belonging to the same cluster) were then verified through
one or both of the two following methods: (i) the images associated with the emails’
webpages were compared to determine if they are identical or nearly identical, and (ii) a
‘WHOIS’ and Host resolution was performed on each of the domains associated with the
emails to find out if they resolved to the same IP address. Despite its promising prospect,
the research is still in its preliminary phase and requires further study.

In a related approach, McCombie and colleagues [203] used email headers in an attempt
to group phishing attacks into groups with common modus operandi or with the same
level of criminal organisation. McCombie and colleagues discovered that IP addresses,

57A class of adversaries can also be referred to as a type of adversary, or an abstract adversary with
certain characteristics.
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though interesting, did not prove to be useful for classifying groups. Instead, less obvious
features turned out to be more useful for this task. In particular, the researchers made
use of the following features, in addition to those based on spelling, typographic errors
and unusual terminology, to categorise the attackers: X-Mailer (e.g., Microsoft Outlook
Express, Internet Mail Service and SquiirelMail), date58 (as recorded in the email header),
commonly used sender addresses (e.g., Support@, Security@, Account@ and access@),
commonly used word in subject lines (e.g., Update, Access, Agreement and Security),
targeted victims and targeted financial institutions, and occurrence date (e.g., the phishing
incidents seemed to occur at the midweek dates and peak on Tuesday). To enhance the
accuracy of their classification method, McCombie and colleagues complemented email
metadata-based features with features derived from the associated phishing websites (as
presented in Section 13.3). On conducting experiments with the proposed method on
a real-life dataset, the researchers discovered an important insight into the groups of
adversaries behind the investigated phishing incidents: three out of the six identified
groups of threat actors are responsible for up to 86% of the incidents.

Approaching the problem from a totally different perspective, Chen, Zhang and col-
leagues [54] [319] identified common origins of spam emails based on their visual features,
or ‘spam images’. Spam images are usually composed of foreground objects (text mes-
sage and/or illustrations such as product pictures and logos), and background (e.g., color
scheme and/or textures). The researchers pointed out that spam images from a common
source often result from modifications to a common template, and thus it is possible to
identify the origins of spam emails according to their visual similarity. Though applicable,
attribution methods based on visual features tend to less useful for spear phishing emails.
This is because visual features tend to be much more prevalent in spam emails (as a vehicle
for advertisement) than in spear phishing emails.

Discussion Classification/clustering approaches to identify classes of adversaries as-
sociated with spear phishing emails can be built on existing methods (such as those pre-
sented above) by eliminating the irrelevant features and incorporating the relevant char-
acteristics of spear phishing emails. Presented below are examples of metadata-based
features to be (potentially) added in a spear phishing clustering scheme.

• Deception method: this feature indicates whether a spear phishing email is pur-
ported to install malware on a victim’s machine or trick the victim into disclosing
his/her personal credentials. If the former, the feature also details the malware de-
livery method (i.e., whether the malware is delivered via a malicious attachment or
a drive-by-download), and the types of the malicious attachment (whether it is a
Microsoft Office or Adobe Portable Document Format file). If the latter, the feature
also indicates whether the victim is convinced to visit a fraudulent website or enter
the information in an HTML form embedded in the email.

• Email theme: this feature captures the ‘theme’ of the spear phishing email; for
example, whether the email claims to have come from a financial institution (associ-
ated with the victim) and asks the victim to verify his/her username and password,

58It is interesting to note that the X-Mailer field and the Date field time zone were observed only in
phishing emails, and not in any valid email in the sample data [203].
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or whether it appears to come from a senior person in the victim’s organisation and
asks him/her to read an important report attached to the email.

• Social engineering technique: this feature reveals techniques a spear phisher
may use to ‘lure’ the victim into his/her trap. Attribution practitioners may choose
to reuse/adapt a list of techniques identified by Drake [82] which include:

– impersonating reputable companies: emails appear to come from a reputable
company in order to gain the trust from their recipients,

– creating a plausible premise: email senders claim that the recipients’ account
information is outdated or their credit card has expired,

– requires a quick response: email senders threaten to deactivate or remove the
recipients’ account if they do not respond within a given period of time, and

– security promises: email senders promise to keep the transaction secure, and
the recipients’ information confidential and private.

Alternatively, the attribution practitioner can sort the techniques according to a
more general categorisation such as the human-based social engineering techniques
defined by Mitnick [267]:

– trapping of role: social engineers exhibit characteristics of the role they have
chosen to impersonate,

– credibility : social engineers choose to act in certain way to gain credibility from
their victims (e.g., warning the victims of security issues or offering help to
them),

– altercasting : social engineers place their victims in certain roles, and thus en-
courage them to perform some ‘expected actions’,

– distracting from systematic thinking : social engineers put pressure on their
victims to quickly arrive at conclusions to limit the amount of time for the
victims to conduct systematic thinking,

– momentum of compliance: social engineers train their victims to be compliant
by putting them through a series of requests, starting with insisting the victims
perform a small favour and ending with asking them to carry out the desired
action,

– desire to help: social engineers put themselves in positions that trigger the
victims’ instinct to help.

– attribution: social engineers choose to act in a certain way to create false per-
ception about who they are to their victims,

– liking : social engineers influence their victim by making themselves ‘likable’ to
the victims,

– fear : social engineers use fear to compel their victims to perform an action,
and

– reactant : social engineers arrange situations in which their victims welcome
certain requests that they normally criticise.
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• URL spoofing techniques: this type of feature describes tricks applied to the
URL contained in a malicious email. This feature can be assigned values based on
the taxonomy of phishing emails [82] as presented below.

– Link text in email differs from link destination: the link text seen in the email is
usually different than the actual link destination (e.g., the following HTML code
<a class="m1" target=" blank" title="Update" href="http://www.memberupd

ating.com"> http://account.earthlink.com</a> displays a URL as http://acc
ount.earthlink.com, but it is actually destined to send the user to http://www.m

emberupdating.com).

– Using onMouseOver to hide the link : the JavaScript event handler onMouseOver

is used by a number of threat actors to show a false URL in the status bar of
the user email application (e.g., in a fraudulent PayPal email, the phisher coded
the link in such a way that when a user puts the mouse over the link, the status
bar will show https://www.paypal.com/cgi-bin/webscr?cmd= login-run instead
of its real destination http://leasurelandscapes.com/snow/webscr.dll).

– Using the IP address: to conceal the hostname of phishing websites, phishers
use the IP address (instead of the hostname) of the websites (e.g., the URL
used in a fraudulent email message is http://210.14.228.66/sr/, instead of
www.memberupdating.com).

– Using the @ symbol to confuse: some phishers insert the symbol @ into URLs
for the purpose of providing false and misleading information. The use of
@ in an http link essentially renders all text before the symbol @ to be dis-
counted (e.g., in the following example, the fraudulent Web site IP address
210.93.131.250/my/index.htm is embedded in a URL that appears to be that
of an eBay web page: http://cgi1.ebay.com.aw-cgiebayISAPI.dll%00@210.93.

131.250/my/index.htm.

– Hiding the host information59: taking advantage of the fact that some versions
of Microsoft Internet Explorer do not display text after null or unprintable char-
acters in a URL, some threat actors insert these characters in their URLs to con-
ceal the actual hostnames. (e.g., the following link http://cgi1.ebay.com.aw-cg

iebayISAPI.dll%00@210.93.131.250/my/index.htm will be displayed in the brow-
ser address bar as http://cgi1.ebay.com.aw-cgiebayISAPI.dll.

– Using hexadecimal character codes fraudsters can also hide URLs by using
dword/octal format, or hexadecimal character codes to represent the numbers
in the IP address (e.g., the IP address http://220.68.214.213 can be repre-
sented using hexadecimal character codes (each of which begins with ‘%’) as
http://www.visa.com%00@%32%32%30%2E%36%38%2E%32%31%34%2E%32%31%33.

– Redirecting the URL: some companies provide a redirection service where the
provided link takes the user to the service site and the service site then forwards
the user to the intended site. Whereas redirection services are convenient for
URL shortening, this service is abused by a number of phishers to confound
attribution. Some phisher even employ a ‘double-redirect’ technique where the
URL is redirected twice [82].

59This vulnerability has been fixed in a patch for Internet Explorer version 6 [82].
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– Switching ports: some phishers host their website on a compromised server (of
a legitimate company) and hide the existence of their website by using a higher
numbered port (e.g., the specific port 8034 is used in the IP address embedded
the following link http://www.citibankonline.com:ac-KTtF4BD6y4TZlcv6GT5D@-

64.29.173.91:8034/).

• Victim: a spear phishing email is distinguished from a phishing email in that it
targets a few victims and tends to adopt more sophisticated technical/deception
techniques. Therefore, in the case of corporate and espionage spear phishing attacks,
victimology should be taken in account60, and attackers can be grouped according
to the types of victim they target. Features of this type can be specialised into role
(individuals in certain roles may have access to sensitive data of interest to a spear
phisher) and relational (relation between the sender and the victim) [3].

• Locale: the spear phisher’s locale can be inferred through language settings, char-
acter encoding, time zone settings, Internet Protocol (IP) addresses and system host
names [3]. For instance, Big5, GB2312 and GBK are all character encoding sets61

used primarily in the far east region of the world, and +0800 and +0900 time zones
cover China to Japan [3].

• Tool: spear phishers may prefer to use certain custom tools to create and send
emails rather than standard tools (e.g., for the ease of spoofing email address or
automatically tailoring the email, to a certain extent, to individuals). For instance,
many email clients leave identification in sent emails via the X-Mailer header. A list
of values for X-Mailer associated with spear phishing emails include aspnet, blat,
dreammail, extreme mail, foxmail, ghostmail and outlook express [3].

11.4 Identity resolution

A clustering-based counterpart of authorship attribution (which is a classification prob-
lem), identity resolution has long been practised in criminal and terrorism-related inves-
tigations. Its goal is to resolve the problem of intentional identity deception by match-
ing/merging references to an identity from different information sources (c.f., [146], [253],
[297], [298], and [299]). Identity resolution has recently found applications in cyberspace,
especially in the email domain, to merge different references belonging to a cyberspace
identity (or pseudonym). For instance, efforts to resolve identities in cyberspace include:
extraction of contact information (from the Web) for those whose names and email ad-
dresses are found in email headers [67]; categorisation of different email addresses corre-
sponding to the same identity [129]; recognition of names referenced to the same identity
in an email collection [210]; revelation of relationships between people based on their email
communications [199, 200]; analysis/ranking of identities in a collection of emails accord-
ing to level of expertise on discussion topics [79], and the design and implementation of a

60The degree of sophistication of the attacker is mostly revealed through the hook and catch components
(as presented in the subsequent sections).

61Character encoding is concerned with mapping a character to a form that is suitable for transmission
and display on a computing system. Character encoding is usually set by the email client or tools used to
create the email.
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computational model of identity that can be used for resolving mentions (i.e., references
such as names, words, and phrases) in email [90].

Identity resolution plays an important role in identification and apprehension of crimi-
nals. In the context of spear phishing attacks, the efficacy of identity resolution approaches
diminishes due to the combination of the following factors: (i) methods devised for cy-
berspace identity resolution are usually applied in situations where there is a large collec-
tion of emails (and/or other sources of information) containing many references about an
individual, which is unlikely to be the case for spear phishing emails, and (ii) the methods
also require the existence of at least one stable attribute that is unique to an identity (i.e.,
names and email addresses) to serve as a ‘pivot’ (or ‘seed’) for merging all other references
about the identity, which is also unlikely to be the case for spear phishing emails where
names and email addresses are the most likely spoofed items. However, these pitfalls do
not entirely invalidate the potential application of identity resolution techniques in spear
phishing attribution. If one is able to get hold of a mailbox of a suspect, to state an exam-
ple, identity resolution techniques and the alike can be applied to the suspect’s mailbox
to reconstruct his/her social networks. The results of this might provide useful clues as
to whether the suspect is connected to the spear phishing attack under investigation. To
illustrate another example, if a piece of evidence that is unique and strongly connected to
the threat actor is obtained (e.g., an author-specific watermark is found in an attached
malicious code), techniques in identity resolution can be applied that use that piece of
evidence to merge all the references belonging to the actor.
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12 Attribution of evidence in the hook

component — malicious software

The hook component of a spear phishing attack is purported to collect sensitive information
from those who fall victims to the attack. In deception-based spear phishing, the hook
refers to the illegitimate website referenced in a spear phishing email, while in malware-
based attacks, the hook is the malicious code either embedded in an email attachment
or delivered via a drive-by-download. Obviously, being able to identify or obtain any
information about the developers of the hook component is very important for the overall
attribution task. Techniques of authorship analysis potentially applicable to attribution
of these two modalities are presented in this section and the next section.

The most direct and efficient way to determine the author of a piece of malicious code
is via detection and retrieval of (i) explicit authorship information62 or (ii) a watermark,
if any, embedded in the code. Watermarking is a technique aimed at hiding authorship
information in a piece of software. To legitimate software, watermarking is intended to
protect the copyright and authorship, and to defend against illegal use, of the software.
A watermark is also possibly embedded in a piece of malicious code, mostly out of fame
and personal satisfaction. Therefore watermarks can serve as ownership evidence — if
a watermark is found, a direct link between the code and its author can be established,
otherwise techniques based on other features of the code need to be conducted. This
section is devoted to a discussion of the latter group of techniques63.

Given an anonymous piece of code and the task to identify its author, perhaps the
most intuitive approach one may take is to compare the piece of code with those by the
suspected authors. In the case where no information about the suspects is available,
scrutinising the code in order to infer as much information about the author as possible
seems the most likely alternative option. In fact, this is exactly how the authorship problem
is approached by the researchers in the community of software forensics. A relatively young
research area, software forensics involves analysis of software code for evidence of activity,
function, intention and authorship [268]. Of particular interest to this section is the portion
of software forensics devoted to the study of the link between a software program and its
author(s) (henceforth, referred to as software authorship). There are many reasons for this
connection to be investigated, ranging from resolution of intellectual property disputes,
defense of cyberspace attacks to tracking of source code for project management. Within
the software authorship discipline, research has specialised in multiple sub-areas, namely,
author identification, author characterisation, author discrimination and author intent
determination [112]. The goals of author identification and author characterisation in the
context of software are almost identical to those studied in natural language (see Sections 5
and 11.2). The goal of author discrimination is to determine whether one or more authors
are involved in the creation of the program (c.f., [188], [35]), and that of author intent
determination is to clarify whether the destructive code is deliberate or accidental, i.e.,
whether the code is a result of a malicious intent or a software fault (c.f., [272], [274]).
Research directly relevant to attribution of malicious code focused on author identification

62Some viruses contain names, addresses, company names, email addresses and Websites either in plain
text or in an encrypted form [268].

63This group of techniques can also capture watermarks, if any, exist in pieces of code.
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— the topic to which the majority of the section is devoted. Characterisation of the likely
author of a piece of software code is also relevant, but very little effort has been made
on the topic. This is partly due to the fact that author characterisation is considered a
topic pertaining to psychology in the software forensic community [173]. The other two
areas of software authorship —author discrimination and author intent determination —
are not directly relevant to the attribution task, and thus are not discussed further in this
section. A closely related topic to the attribution problem under discussion is source code
plagiarism. However, according to Krsul, traditional methods for plagiarism detection
are not suitable for authorship analysis: metrics calculated for two functions that are
both structurally and logically equivalent but stylistically different would be similar in
plagiarism, but dissimilar in authorship analysis. For the reader’s interest, information
about plagiarism detection can be consulted at [220, 221, 32, 149, 117, 86, 282, 63, 119, 295].

The following two sections discuss methods to identify single adversaries (based on
the programming style reflected in a piece of malware) and predict classes of adversaries
(based on the tools, techniques and behaviours associated with a piece of malware).

12.1 Malware authorship attribution

As a piece of software code, or a program, is presented in a textual form and specified
by a language, researchers in the field have capitalised on the experience and methods in
natural language authorship attribution. Here, a piece of code is in place of a piece of
text, a programming language in place of a natural language, and programming features
replace/complement linguistic and structural features. However, unlike authorship attri-
bution for natural languages which have been studied for almost two centuries, research
on attribution of source code have received attention for only the last two decades64.

Another difference between the two types of authorship attribution is the degree of
hardness associated with the attribution problem of software code. Having many similar-
ities with natural language authorship attribution, identifying the likely author of a piece
of software, however, faces more difficulties. This is due to the lower degree of flexibility
of programming styles in comparison to that of writing styles in natural languages. The
flexibility constraints of programming styles come from the following sources:

• software compilers mandate a piece of code to follow very rigid programming rules
for it to be successfully compiled and executed,

• it is highly expected that the code follow guidelines and conventions for the purpose
of efficiency and readability,

• some development tools automatically generate code templates and prototypes, or
automatically format the code for the programmers’ convenience, and

• a portion of the code, due to libraries and with the advent of object-oriented lan-
guages, may be reused from other sources.

64This is probably due to the fact that software authorship is built on the corresponding field in natural
language which is already mature, and requires researchers to have sufficient knowledge about program-
ming.
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In addition, there is a significant difference in the vocabulary size in natural language
and the number of constructs in code: whereas the number of English words is around one
million65, there are, for example, about thirty-two keywords, thirty-nine operators, and
fifteen standard header files available in the C programming language [40]. Furthermore
as time passes, programmers vary their programming habits and their choice of program-
ming languages [173]. To make the attribution task even more challenging, the remnant
of a cyberspace attack is often only a piece of executable code [112]. Source code can
be recovered from executable code, but with information loss. This is because many pro-
gramming features useful for attribution are stripped away or modified in the executable
code (for example, comments and indentations are removed, identifiers are replaced by
memory addresses or register names, and optimisations may be performed on the code),
possibly giving the executable code a very different structure than the original source.
However, according to Spafford and Weber [273], and Gray [112], important information
for attribution still remains: data structure and algorithms, compiler and system infor-
mation, level of programming skill and area of knowledge, use of system and library calls,
errors present in the code, and symbol tables. Despite the presented obstacles, software
forensic researchers conjecture that programming, especially in a language rich in data
types and control structures, still has considerable room for variation, innovation and per-
sonalisation [273]. Also, humans are perceived as creatures of habit [175], who often opt
for, either consciously or subconsciously, following certain habitual patterns when engag-
ing in activities. With this prospect, researchers in the community have strived to identify
sets of features that may remain constant for a significant portion of the programs that a
programmer might produce.

A rich source of programming features is software metrics which are organised by
Burrows [40] into eight categories: size metrics (e.g., lines of code, token counts, and
function counts), data structure metrics (e.g., amount of input/output, variable spans and
data sharing between modules), logic structure metrics (e.g., a number of paths and nesting
levels of a looping construct, the use of goto statements), composite metrics, software
science composite metrics, effort and cost metrics, defect and reliability metrics and design
metrics. Among the vast number of metrics that can be extracted from source code, the
metrics that may assist in authorship analysis are either selected or extracted with an
expectation that a given set of programs from one author would be more similar in terms
of these selected/extracted features than a set of programs from a variety of authors. Once
a set of features is compiled, the procedure to determine program authorship is similar to
that of authorship attribution of natural language texts (see Section 5).

12.1.1 Review of software authorship methods

Author identification involves matching the authors via the programming style reflected in
the software code. A number of research efforts have been attempted to identify program
authorship, representatives with reported empirical results are given below.

12.1.1.1 Author analysis of Pascal programs Oman [226] conducted their exper-
iments on authorship analysis using eighteen short Pascal programs by six authors. Each

65Data is obtained from http://hypertextbook.com/facts/2001/JohnnyLing.shtml.
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program implements a simple algorithm based on textbook example code for three tree
traversal and one sorting algorithms. To describe programming style, Cook and Oman
used a set of fifteen features based purely on typographic characteristics such as inline

comments on the same line as source code, keywords followed by comments and one or

two space indentation occurred more frequently. Cook and Oman then transformed
each program into a vector containing Boolean values for these features and utilised clus-
tering for authorship analysis. Though accurate results were reported, the adequacy of
their approach was strongly criticised by Krsul [173] on the following points: (i) the imple-
mentation of the programs, by their nature, tend to be similar, (ii) the features used are
specific to Pascal programming language, and most critically (iii) a Boolean measurement
is not suitable for many programming style features.

12.1.1.2 Authorship analysis of C programs Krsul [173, 174, 175] investigated
the problem of program authorship by looking at stylistic characteristics of C source code.
To improve on the simple and inexpensive set of features used in the previous attribution
work on Pascal programs, Krsul devised a comprehensive and expressive collection of fifty
features which are categorised into three types: programming layout metrics, programming
style metrics, and programming structure metrics. Programming layout metrics measure
layout features such as indentation, placement of comments and placement of brackets.
These metrics was considered as fragile because they are easily altered by tools with
automatic formatting capabilities. Programming style metrics measure characteristics
that are less susceptible for modification by formatting tools, such as means variable
length and mean comment length. Programming structure metrics measure those that are
hypothesised to reflect the programming experience and ability of the programmer. Krsul
selected a small but most useful subset from the collection (via an empirical analysis)
to take part in a programming authorship experiment which involved 29 authors with
various programming experience and expertise, and 88 programs from a wide variety of
programming styles and for different problem domains. Krsul used a discriminant analysis
method (see Section 7.5.2) and achieved a success rate of 73%. It was concluded from the
experiment that though it is possible to find a set of metrics that can be used to classify
programmers correctly, it is not possible for a small and fixed set of metrics to be able
to classify all possible programmers successfully. The final speculation from this project
is that it is feasible to identify a particular programmer of a piece of source code, for
a specific set of programmers within a closed environment. Krsul suggested observations
about the suspect’s environment (e.g., the preference of revision control system, integrated
development environments and the educational background of a programmer) could be
used to infer whether or not the suspect is the author of the anonymous program as well
as the exploration of other statistical methods for authorship analysis. This speculation
has been validated by subsequent work by other researchers in the community.

12.1.1.3 Authorship analysis of C++ programs Different from Krsul’s work
which focused on identifying a set a features to allow one to distinguish between au-
thors, MacDonell and colleagues [192, 193] aimed at examining the efficiency of different
classification techniques in software authorship analysis. MacDonell and colleagues used
a dictionary-based system called IDENTIFIED (Integrated Dictionary-based Extraction
of Non-language-dependent Token Information for Forensic Identification, Examination,
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and Discrimination) to extract source code metrics for authorship analysis. In total, the
researchers extracted a set of 26 standard authorship metrics from 351 programs by seven
authors. The programs are either based on programming books or examples provided by
a C++ compiler, or written by experienced commercial programmers. Three different
classification techniques were used in the experiment: neural network, multi discriminant
analysis and case-based reasoning. The results demonstrated a high overall classification
rate, with case-based reasoning being the best performing technique (achieving a classi-
fication rate of 88.0%), which is followed by neural network and multiple discriminant
analysis (achieving an identical classification rate of 81.1%).

12.1.1.4 Authorship analysis of Java programs Claiming that little had been
done about authorship identification of Java source code, Ding and Samadzadeh [76] stud-
ied software metrics from Java source code for authorship identification. The set of ex-
tracted metrics for Java program authorship analysis were adapted from metrics developed
for authorship analysis of Pascal, C, C++ programs as presented above. The researchers
extracted 56 metrics (16 programming layout metrics, 13 programming style metrics and
27 programming structure metrics) from 46 groups of Java programs — each group con-
taining 4 to 10 programs — collected from Internet shareware, computer science classes,
and fellow graduate students. The researchers then used stepwise discriminant analysis
to remove redundant metrics (8 metrics were removed in this step), and canonical dis-
criminant analysis66 as a classification technique. Ding and Samadzadeh reported that
62.6 – 67.2% of Java source files could be assigned correctly to their 46 original authors.
In the case of derived canonical variates (the linear combinations of metrics derived from
the metrics available in canonical discriminant analysis), the percentage were much higher
(up to 85.5%). The result also revealed that layout metrics played a more important role
in authorship identification than the other metrics67.

12.1.1.5 Authorship analysis of Java and C++ programs using n-grams An
obvious limitation of the above approaches is that the programming metrics are language-
dependent. Also, the process of metric selection is not trivial, which involved either manual
or automated (using statistical methods) filtering out uncontributive metrics in the initial
set. Frantzekous [98, 100, 101, 102, 103, 99] attempted to advance the current state of
program authorship analysis by devising a method that does not bear these drawbacks.
The novelty of their approach involves the use of n-grams, a feature in natural language
rather software metrics. As shown in Sections 5.2.1 and 11.2.1, n-grams were demonstrated
to be very successful in identifying the authors of written work, and do not require multiple
training samples for each author because n-grams are directly generated for an author
profile. However, the commonly used similarity measure to compare n-gram profiles is
not suitable for short pieces of source code, so the researchers applied n-gram methods for
software authorship analysis with a simplified version of the similarity measure. The n-
gram method was shown to achieve impressive accuracy results: the classification accuracy
reached 100% in most cases when tested on the test set used in authorship analysis of C++

66See Section 7.5.2 for a brief explanation of discriminant analysis.
67Please note that this result is not necessarily contradictory to Krsul’s view about layout metrics.

Layout metrics are only fragile with the presence of an automatic formatter. In the absence of such tools,
layout metrics can be expected to reflect the programming style of a programmer.
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program by MacDonnel [192, 193]. To construct a more realistic test case, the researchers
used open source code by eight authors each of whom developed from 4 to 30 programs,
and the size of each program ranged from 23 to 760 lines of code. The n-gram method was
shown to maintain high accuracy results for the realistic test set, even when the number of
authors increased to 30, the accuracy still exceeded 95% in most cases. The experiments
also indicated that the best classification was achieved for n-grams of size 6 or 7 and for
profiles of size 1500 to 2000 (n-grams).

12.1.1.6 Authorship analysis using histograms Histograms were used to present
values for programming metrics in [170] and [179], but these two research efforts are very
different. Kothari and colleagues [170] attempted to construct a distinct set of program-
ming metrics for each author (a kind of programmer-specific code-print in reference to
author-specific writeprint in natural language). To construct a profile, the researchers
computed for each programmer a histogram for the distribution of each style-based metric
(e.g., distribution of line size, leading spaces and semicolons), and a histogram for fre-
quencies for all possible 4-grams extracted from the author’s source code. To make the
profile of each programmer author-specific, the researchers made use of Shannon informa-
tion entropy (see Section 6.2.1) to compute for each metric two entropy values: individual
consistency entropy and population consistency entropy. Conceptually, the individual con-
sistency entropy allows one to measure the consistency of a specific metric among pieces
of source code by a single developer, whereas the population consistency entropy measures
the consistency of a specific metric among pieces of source code across different developers.
The researchers selected, for each author, 50 top metrics with high individual consistency
entropy values and low population consistency entropy value, to construct a profile for the
author. The resulting author profile, in effect, contains metrics that represent the author’s
programming style, and at the same time, sufficiently distinguishes itself from the rest of
the authors. A case study was conducted on groups of 8 and 12 developers with a number
of source code files, 1287 and 108 respectively. The results revealed that 4-gram metrics
significantly outperformed style-based metrics (accuracy achieved for 4-grams using the
Bayesian algorithm was from 61% to 95%, in comparison to 18% and 63% achieved by
style-based metrics). Also making use of histograms, Lange and Mancodiris [179] aimed
to construct a ‘universal’ effective set of programming metrics for discrimination among
the authors using a genetic algorithm rather than Shannon information entropy. The re-
searchers devised a set of programming metrics based entirely on programming style (no
n-grams included). The genetic algorithm was applied to this set to select a good met-
ric combination for author identification. They used this method to classify 40 projects
among 20 developers and achieved accuracy results ranging from 53% to 75%.

12.1.1.7 Software authorship using writeprints Recall that Abbasi and Chen [2]
proposed the Writeprints technique that incorporated a rich set of stylistic features for the
purpose of author identification and similarity detection. Their technique is applicable to
a range of domains including email, instant messaging, feedback comments and program
code, and was empirically demonstrated to outperform a number of existing thematic
methods [2]. However, the researchers suggested that the Writeprints technique should
be extended to incorporate program-specific features (such as those studied in [174, 226])
in order to enhance its performance. For more information about the discussed research
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work, the reader is advised to refer to Section 11.2.1.

The representative work in software authorship presented above reveals one interesting
fact: the most successful method is the one that makes use of a single linguistic feature
(i.e., n-grams) without the use of any programming metrics. This fact was also confirmed
in the research work by Burrows [40] that follows.

12.1.1.8 Software authorship analysis by Burrows Burrows [40] evaluated the
authorship analysis methods presented in the previous research work by reimplementing
them using the same or equivalent algorithms provided by the Weka machine learning
toolkit and executing the algorithms using the same set of metrics on the same dataset.
Though the achieved accuracy results for all the methods were much lower than those
reported in the original papers, the authorship analysis method based on n-grams was
still demonstrated as the most effective. Burrows conjectured that the accuracy result of
n-gram methods may even be improved if additional linguistic features are incorporated.
As such, Burrows replaced character-base n-grams with token-level n-grams where a token
can be a lexical or character-based feature. Burrows found from his experiment that
the types of token captured in token-level n-grams that provided the best classification
result and significantly outperformed the character-based n-gram method, are white spaces,
operators and key words. In addition, Burrows also conducted a comprehensive study of
software authorship problems with variations in the number of authors, number of samples
per author, sample size, author stylistic strength, and sample timestamp (to deal with
programming style changes). Detailed empirical results reported in the study should be
consulted at [40].

12.2 Adversary class identification and characterisation

Apart from evidence directly relevant to authorship of a piece of malicious code (i.e., an-
swering the Who question), information pertaining to the What, How, When and Why
questions obviously provides a valuable insight into the characteristics of the class of at-
tackers that are likely to be involved in the commission of an attack. For example, an
analysis of a malicious piece of code can report that the malicious code is a type of keylog-
ger/screencapture that aims to capture personal credentials, or a piece of custom malware
designed specifically to exfiltrate certain sensitive documents. While the former case rep-
resents a general case of a spear phishing attack where a spear phisher is likely to commit
a financial fraud, the latter case seems more specific to an espionage scheme, either in-
dustrial or political, where a spear phisher is likely seeking the intellectual properties of
an organisation or classified data relating to national security. This demonstrates the
possible contribution of malware analysis and characterisation to the attribution task of
determining the class of adversaries likely responsible for a spear phishing attack. Soft-
ware/malware analysis is in the realm of software engineers and security experts, rather
than attribution practitioners. As such, this survey is not intended to describe techniques
to perform software/malware analysis — there are, in fact, a wide range of tools publicly
and commercially available to assist this task — it is instead focused on presenting ideas
and methods to use the malware analysis results for the purpose of attribution. In par-
ticular, methods to determine a class of adversaries associated with a piece of malware is
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presented in the following two perspectives: (i) prediction of certain characteristics (e.g.,
capabilities, connections and professionalism) of the adversary class based on the char-
acteristics of a piece of malware, and (ii) identification of the intents as well as common
sources of a collection of malware via malware classification.

12.2.1 Malware-based adversary characterisation

The adversary class discussed herein can be understood either as the class of individuals
likely authoring the malware sample, or a class of attackers likely committing the malware-
based attack. The classes defined in these two points of view may be or may not be
referenced to the same group of individuals.

Regarding the first point of view, classes of adversaries can be revealed through a
classification of malware samples based on metadata, or characterised based on the pro-
gramming styles reflected in the malware samples. In the former case, metadata that is
useful in discovering classes of adversaries include: development tools (such as compilers,
text editors and databases), programming languages, and cultural influences in program-
ming [268]. An example of cultural influence is the difference between program designs
in the Windows environment (Windows programs are usually large and monolithic) and
those in the UNIX environment (Unix programs tend to contain small individual modules
making calls to a number of single-function utilities) [268]. In the latter case, some back-
ground information about the class of authors associated with a piece of malware can be
determined by examining the programming style. For example, Java programmers tend to
use more descriptive or verbose variable and method names, and ‘undergraduate students
and electrical engineers are notorious for abusing hashing’ [173], ‘Lisp programmers are
notorious for abusing linked-list data structures’ [173], and ‘native Fortran programmers
prefer using short lines’ [173]. However, as mentioned in Section 12.1, there are very few, if
any, efforts on deriving the characteristics of the author of a piece of program code. Apart
from the general guidelines recommended by Gray [112] displayed in Table 4, it appears
there is no attempt to pursue this research direction any further.

Table 4: Software metrics and their clues to author characterisation.

Software metrics Provided clue to author
characterisation

Number of each type of data
structure

Background and sophistica-
tion of a program author

Cyclomatic complexity of the
control flow of the program

The manner in which the
code was written, the charac-
teristic style of a programmer

Quantity and quality of com-
ments

Linguistic characteristics

Types of variable names Background and personality
of the author

Layout (indentation and
modules)

Background and the author s
personality
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Regarding the second point of view, perhaps the only relevant and comprehensive work in
the literature is the study by Parker and colleagues [231] who attempted to characterise
cyber adversaries based on certain characteristics of the automated attack tools utilised
by the adversaries68. Since malware accounts for a subset of such tools, ideas and findings
contributed by the researchers can be potentially used, or built on, to characterise the
adversary class in the spear phishing context. A relevant portion of the research work is
presented below — throughout the following discussion, the reader may choose to interpret
an attack tool as a piece of malware, and attack techniques as the techniques employed
by the malware.

12.2.1.1 Characterisation of cyber adversaries by Parker and colleagues To
characterise cyber adversaries, Parker and colleagues [231] defined a collection of metrics
which can, once assigned with real values, suggest certain characteristics of the adversaries.
With respect to an attack itself, the metrics are grouped into two categories: attack tools
(the tools used during a single attack) and the attack techniques (the techniques used
during a single attack).

Attack tools Knowledge of the attack tools used in an attack (or the malware
samples in the context of spear phishing) potentially reveals various information about
the attacker — not only does it clearly indicate the tools the attacker has at his/her
disposal (since there exist a large number of attack tools, some of which are available in
the public domain, many of which are not), but it also provides information surrounding
the ways the tools are used. The researchers considered the set of following metrics for
attack tools:

• The ease with which the attack tool is used : this metric indicates the skills required
to use an attack tool in order for the attack to be successful. Naturally, available
exploits require the users to possess a varying level of technical understanding of the
vulnerabilities that the exploits are leveraging for them to be used effectively. There-
fore knowledge of the attack tools enables attribution practitioners to determine not
only the types of skill an attacker possess, but also the levels of said skills.

• The availability of the attack tool : this metric informs whether or not an attack
tool is available in the public domain, and subsequently reveals information relating
to various aspects of the attacker’s professionalism such as finance, resource and
connection.

• Nontechnical skill prerequisites: this metric refers to any nontechnical-related pre-
requisites an adversary must possess to be able to use a specific tool (e.g., local area
network access or physical access)

Figure 5 summarises an example set of attack tools together with their associated met-
ric values and information about the unknown adversaries presented in [231].

68The research work by Parker and colleagues will be discussed further in Section 18.2.
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Characterising cyber adversaries based on attack tools alone is, in many cases, insuffi-
cient. It is not always possible to determine the utilised attack tools (as in the case of
general network attacks), and if the attack tools are able to be determined (as in the case
of spear-phishing attacks), the same tool (or malware) can be implemented using different
techniques, reflecting varying levels of skill and sophistication of the respective attackers.
For this reason, analysis of the attack tools should be conducted in conjunction with ex-
amination of the attack techniques in order to obtain more complete knowledge about the
adversary.

Attack techniques Attack techniques refer to the specific technologies and attack
methodologies leveraged to perform a given attack. The set of following metrics considered
by the researchers in assessing an attack technique is presented below.

• Nontechnological resources required : this metric presents the nontechnological re-
sources that are required to leverage an attack technique, e.g., time, finance and the
level of initial access.

• The distribution level of the attack technique: this metric indicates how well known
the attack technique is, the knowledge of which potentially reveals a great deal of
information about the capability and professionalism of an attacker.

– One approach to identify the technique’s distribution level is to determine the
distribution status of the technique in the vulnerability disclosure procedure via
the use of the vulnerability disclosure pyramid metric (see Figure 6) or disclosure
food chain (see Figure 7). To compromise a target host, an attacker generally
needs to acquire knowledge of a specific vulnerability affecting the host, and (if
possible) possess an exploit code for the vulnerability. This turns out to be not
a significantly challenge nowadays where there are hundreds of new vulnerabili-
ties discovered and published every month, often coupled with exploit programs
[231]. Once the information is released to the public domain, knowledge of soft-
ware vulnerabilities and the accompanying exploit programs become accessible
to everyone, including adversaries. Therefore although vulnerability informa-
tion is published with good intention, it is often used for adversarial purposes.
In response to the security concerns regarding the damage that could occur
through vulnerability disclosure, various models of vulnerability disclosure pro-
cedure have been proposed and implemented in practice [231]:

∗ full disclosure: all information pertaining to a vulnerability should be pub-
licly available to all parties,

∗ responsible restricted ‘need to know’ disclosure: only partial information is
released, while giving an opportunity for software/ service vendors to fix
the problems before a disclosure is made,

∗ responsible full disclosure: all information is provided to security commu-
nities, and the respective problems are provided to the relevant software or
service vendors/providers,

∗ security firm ‘value added’ disclosure model : the disclosure of a vulnera-
bility is made in the form of an alert or full advisory, as part of a ‘value
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Table 5: An illustration of an example set of attack tools together with their associated
metric values and information about the associated adversaries. All of the attack tools
presented above do not require nontechnical skill prerequisites and this metric is omitted
from the table.

Attack tools Skill level required Availability Adversary
profile

Mass rooters Typical skill level required
is generally low

Mostly available
within the public
domain

Those who tend to
compromise any
vulnerable hosts
on public networks
happening to fall
into their path

Port-scanning
tools

Typical skill level required
to execute the tools is
extremely low but in-
depth knowledge of net-
work technologies is re-
quired in order to attain
the desired goal

Mostly available
within the public
domain

Infeasible to deter-
mine without con-
sidering the attack
techniques

Operating sys-
tem enumera-
tion tools

Typical skill level required
to execute the tools is low
but higher skill levels are
required in order to attain
the desired goal

Mostly available
within the public
domain

Infeasible to deter-
mine without con-
sidering the attack
techniques

Software ex-
ploits

Skill level is reflected
through the way the
adversary uses a software
exploit (e.g., does the
exploit require detailed
knowledge of the respec-
tive vulnerability or does
the exploit require any
modification for it to
function?)

Mostly available
within the public
domain

Infeasible to deter-
mine due to the
broad nature of
software exploits

Commercial
attack tools

Typical skills required to
execute the tools is low

Far less available on
the Internet — less
accessible to gen-
eral adversaries (due
to their high cost)
and only available
to adversaries suf-
ficiently well con-
nected to the under-
ground economy

Those who are
likely to compro-
mise the organi-
sation’s system,
sometimes using
tools stolen from
the organisation
(since commercial
tools are often
watermarked to
the purchaser).
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Table 6: An illustration of different techniques to leverage flaws in web application, Linux
2.4 user space software, and Linux 2.4 kernel software together with the required skill levels
which are scored according to the difficulty degrees associated with the respective attack
techniques [231].

Types of
exploit

Attack techniques Public Private

Web Proprietary application penetration: SQL Injection 3 5
application Open source application penetration: SQL Injection 3 5
exploitation
techniques

Proprietary application penetration: Arbitrary Code
Injection

2 4

Open source application penetration: Arbitrary Code
Injection

2 4

Proprietary application penetration: OS command
execution using SQL Injection (MS SQL)

3 5

Proprietary application penetration: OS command
execution using SQL Injection (Sybase)

3 5

Proprietary application penetration: SQL Injection
only (MS SQL)

4 6

Proprietary application penetration: SQL Injection
only (IBM DB2)

6 8

Proprietary application penetration: SQL Injection
only (Oracle)

6 8

User-land Local Privilege Escalation (Linux 2.4) 3 6
software Remote Deamon exploitation (Linux 2.4) 4 8
exploits Exploitation via Mass Rooter (Linux 2.4) 1 3

Kernel Remote kernel space overflow mass (Linux 2.4) 1 3
software Remote kernel space overflow (Linux 2.4) 5 9
exploits Local kernel space overflow (Linux 2.4) 3 6

added’ service, to a closed group of private and/or public ‘customers’ who
subscribe to the service, and

∗ non-disclosure: vulnerabilities are fixed by software/service vendors with-
out informing security communities, the public or customers.

Figure 6 displays the pyramid model that depicts responsible full disclosure.
In the figure, time is represented by the Y axis, and the distribution of infor-
mation pertaining to a vulnerability is represented by the X axis. At the top
of the pyramid, knowledge about the vulnerability is limited to those who dis-
covered the problem, and at the bottom of the pyramid the knowledge of the
vulnerability is widely available in public. The two axes are strongly related:
as time goes by, more people get to know about the vulnerability. The pyramid
allows one to infer the following information about an adversary with respect to
the exploit he/she uses in an attack: (i) the degree of interaction/involvement
the adversary has with security communities, (ii) the probability of success (the
higher the adversary resides in the pyramid, (a) the more time he/she has to
perform an adversarial act prior to the availability of any vulnerability ‘patch’,
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Figure 6: A graphical illustration of the vulnerability disclosure pyramid metric (adapted
from [231]).

and (b) the less people know about the vulnerability — the lesser the likelihood
of being detected), and (iii) the capability of the adversary (the higher the ad-
versary is in the pyramid, the more likely, it is perhaps, that he/she needs to
develop his/her own exploit to leverage the vulnerability).

• Any attack inhibitors reduced through the use of the attack technique: this metric
informs whether the attack technique has any specific intention to reduce attack
inhibitors such as the likelihood of detection, the likelihood of attribution, and the
likelihood of failure to achieve a desired objective.

• The ease with which the attack technique is implemented : this metric aims to measure
how easy it was for an attacker to implement a specific technique. This metric is
only considered when the distribution level of an attack technique does not include
the public domain.

Figure 6 illustrates different techniques to leverage software flaws together with the
associated skill level scores. It should (again) be noted that this type of inference can fall
prey to deception: if a sophisticated attacker intentionally masquerades as an unskilled
adversary, the validity of the predicted results in this context would diminish.
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Figure 7: A graphical illustration of the disclosure food chain (adapted from [231]).

Parker and colleagues proposed a set of metrics for attack (or malware) tools and tech-
niques for the purpose of characterisation of cyber adversaries. In some cases, attribution
practitioners do not aim to acquire this type of knowledge, instead they are interested in
determining if the malware samples have common sources as well as what their intents
are. To this end, attribution can be accomplished via malware behaviour analysis and
classification as presented below.

12.2.2 Malware behaviour analysis and classification

Analysis of a sample of malware in order to learn about its behaviour is among the core
activities of security researchers and practitioners. Malware analysis is mostly carried out
as part of the development and/or advancement of anti-virus solutions. A particularly
relevant task of malware analysis is malware classification whose primary goal is to allow
security analysts to skip variants of known malware (i.e., whether a malware sample ex-
ists in other versions, or belongs to a specific family [268]) and, instead, focus on new and
emergent threats. Though not explicitly documented, methods in malware behaviour anal-
ysis and classification can be leveraged to assist the attribution task in the two following
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perspectives:

• intent inference: analysis/classification of malware behaviours ultimately reveals
the intent of the malware sample under investigation (and thus, of the threat actor)
through an identification of (i) the type of malware sample (e.g., virus or worm,
backdoor or keylogger) or (ii) the existing malware samples to which the malware
sample is closely related; and

• origin classification: grouping malware samples that exhibit similar behaviours po-
tentially identifies those with common origins, based on which the possible class of
adversaries behind a spear phishing attack can be inferred.

Approaches to malware behaviour analysis and classification that are potentially ap-
plicable in the attribution task are presented below. Different from malware classification
in the context of malware detection where a classification task is carried out to discrim-
inate between malicious code and benign code, the methods to be presented are devised
for the purpose of classification among malware samples — based on either the structural
information (as in static methods) or behavioural information (as in dynamic methods) of
the malware.

12.2.2.1 Static malware analysis and classification Static malware analysis in-
volves examining the content of the executables, or the source code, of malware samples
in order to derive patterns of their behaviour, based on which malware classification is
performed. Surprisingly, malware classification has long been practised in a manual fash-
ion (e.g., via memorising, looking up description libraries, or searching sample collections
in databases [183]). It was not until recently, due to the number and diversity of Inter-
net malware69, efforts to automate this process in a large-scale manner have been made.
Some representative work in automated malware classification based on static analysis are
discussed in this section.

Gheorghescu and colleagues [110] implemented an automated malware classification
system which is independent of the malware class and language. The classification system
is purported to deliver results in a reasonable amount of time. To facilitate classification,
the researchers first filtered static library code and expressed each malware sample as a
control flow graph (CFG) in which nodes represent basic blocks (a continuous sequence
of instructions that contains no jumps or jump targets) and arcs represent execution flow
between the basic blocks. To simplify the comparison process, the researchers took into
account only nodes in CFGs to calculate the distance between two malware samples and
ignored the arcs between them. In this way, matching two malware samples essentially
involves conducting a comparison between the basic blocks in the two respective CFGs to
determine if they are identical in functionality. For an efficient classification of malware
samples, Gheorghescu and colleagues investigated three approximate matching methods:
edit distance [216, 293] (a method which aims to minimise the number of symbol insertions,
deletions and replacements that is required to transform one string into another), inverted

69For example, the malware Agobot has been observed to have more than 580 variants since its initial
release in 2002, and 43,000 new variants of backdoor trojans and bots were found during the first half of
2006 [16].
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index (an efficient information retrieval method based on a set of key words each of which
has an associated list of pointers to the origin, such as a document or paragraph, of the
word), and Bloom filters [27] (a method for membership queries with efficient storage and
a search time that is linear on the collection size). The researchers evaluated the three
methods from the perspective of run time, storage space, and classification accuracy and
found that the three matching algorithms all return similar classification results within a
reasonable time.

Similar to the research work by Frantzeskou and colleagues [100, 101, 102, 103] in
software authorship (see Section 12.1.1), Kolter and Maloof also adopted the n-grams
method to represent malware samples, and used machine learning methods such as Näıve
Bayes, decision trees and support vector machines for classification. However, Kolter and
Maloof [158], rather than determining authorship, aimed to discriminate malware code
from benign code, and subsequently group the identified malware samples into different
categories. The researchers first converted each executable to hexadecimal code in an
ASCII format, then constructed n-grams from the hexadecimal code by combining each
four-byte sequence into each n-gram. This classification method was later improved by a
variable-length n-gram approach by Reddy and colleagues (c.f., [254]) who determined to
use ‘dynamic’ n-grams to capture meaningful sequences of different length. It was reported
that the classification method using variable-length n-grams empirically outperformed the
precedent fixed-length n-gram approach [254].

The obvious merits of static malware analysis lie in its simplicity (an actual execution of
the malware is not needed) and completeness (different execution paths are covered). How-
ever, since static malware analysis generally captures the structural information expressed
in the malicious code, rather than the actual behaviour of the code, it is well-known for its
susceptibility to inaccuracies when dealing with obfuscated70 and polymorphic71 malware.
As a result, malware samples that essentially perform the same function can possess very
different signatures in their binary code. Various obfuscation techniques have been re-
ported to be able to defeat many static malware analysis [187, 215, 248], including n-gram
methods [150, 158]. The development of obfuscation techniques and polymorphic malware
play an important part in the impetus behind the paradigm of dynamic malware analysis.

12.2.2.2 Dynamic malware analysis and classification Dynamic malware analy-
sis involves executing a malware sample in a controlled environment, and observing and
recording the behaviour of the malware. There exists a range of dynamic malware anal-
ysis tools that assist in this task (c.f., [15, 20, 145, 185, 214, 296]), and the tools that
increasingly gain popularity in practice include CWSandbox72, Norman Sandbox73, and
ANUBIS [19]. Reports produced from these tools usually provide low-level and detailed
descriptions of malware behaviour which allow attribution practitioners to perform classi-
fication to determine the class, and infer the intent, of the malware samples of interest. For

70To avoid detection, a malware author often introduces small changes to the source code of a piece of
malware, or modify the binary (using techniques such as obfuscation) in order to produce multiple variants
of the malware.

71 Some types of malware are also designed to dynamically evolve through modifying their own code
(c.f., [312]).

72CWSandbox. http://www.cwsandbox.org/.
73Norman Sandbox. http://www.norman.com/microsites/nsic/.
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example, if a malware sample is classified as a keylogger, it is plausible for an attribution
practitioner to infer that the malware (and, thus the attacker) probably aims to capture
personal credentials. Classification methods for dynamic malware analysis published in
the literature mostly address two major issues: (i) formulating an efficient way to represent
malware (run-time) behaviour (e.g., malware behaviour has been represented in an opaque
object [183], feature vector [16] and behaviour profile [21]) based on the low-level behaviour
reported by malware analysis tools, and (ii) devising an appropriate and efficient method
to classify the represented malware behaviour.

Motivated by the need to tackle obfuscated, self-modifying and complex malware sam-
ples increasingly encountered in the wild, Lee and Mody [183] proposed a behavior-based
automated classification method based on distance measure and machine learning. Ob-
serving that prior efforts to represent program behaviour based on API call history and
high level functional attributes are inadequate due to their considerable information loss,
Lee and Mody identified major properties of malware behaviour that need to be captured:
ordering with respect to time, actions taken by the malware, and subsequent states of
the environment in which the actions take place. In order to capture such a rich seman-
tic representation that is able to scale to account for unknown behaviour types, Lee and
Mody used opaque objects74, instead of the classical feature vectors, to represent malware
behaviour. The researchers devised a custom distance function (adapted from string edit
distance) to measure similarity between objects, and categorised malware samples using
k-medoid clustering75. The researchers conducted their experiments in a virtual network
where all occurring events are captured by monitor agents and recorded to a log file. Lee
and Mody concluded that it is important to combine dynamic and static analysis in order
to improve the classification accuracy.

Bailey and colleagues [16] studied and identified the limitations of anti-virus systems.
They found that existing anti-virus systems failed to deliver satisfactory classification
results. More specifically, they did not provide:

• a consistent classification (e.g., different anti-virus systems produced different clas-
sification results for the same collection of malware samples),

• a complete classification (e.g., a portion of malware collection went undetected and
unclassified), and

• a concise representation of malware (e.g., existing anti-virus systems do not provide
sufficient (if any) explanation for their classification as well as meaning of the class
labels).

To address these limitations of anti-virus systems, Bailey and colleagues introduced
a behaviour-based malware clustering system in which malware behavior is described in
terms of system state changes (e.g., files written and processes created) rather than in
terms of sequences or patterns of system calls. Behavioral fingerprints constructed by

74Opaque objects offer rich syntax, allowing for description of complex malware behaviour at the cost
of losing the ability to construct statistical/probabilistic views of the data.

75K-medoid clustering is similar to k-means clustering except that k-medoid clustering forms clusters
based on the representative objects, or medoids, rather than the means of the objects.
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system state changes, according to Bailey and colleagues [16], are more invariant and use-
ful. In particular, they can be directly used in assessing the potential damage incurred,
enabling detection and classification of new threats, and assisting in the risk assessment of
the identified threats. Once the behaviour fingerprints had been computed for all the mal-
ware samples, a pairwise single-linkage hierarchical clustering algorithm was used to group
malware samples with similar behaviours. Bailey and colleagues carried out their exper-
iments in virtual machine environments and evaluated the results from the perspective
of classification consistency, completeness and conciseness. The empirical results demon-
strated that the proposed dynamic malware behaviour classification system outperformed
existing anti-virus systems in all the measured aspects. More specifically, the system
delivered results that are consistent (all the malware samples with identical behaviours
are assigned to the same clusters), and concise (a description of the threat imposed by
a malware sample is provided on its successful detection). The results also achieved a
much higher degree of completeness (around 91% of the malware samples were classified
in comparison to 33% achieved by many anti-virus systems).

Both the research work by Lee and Mody [183] and Bailey and colleagues [16] are based
on unsupervised classification, leaving room for an investigation of supervised methods to
classify malware behaviour. This initiative was taken by Rieck and colleagues [130] who
constructed a corpus of training samples necessary for supervised learning by using existing
anti-virus systems to label malware samples a priori. Rieck and colleagues captured mal-
ware behaviours in feature vectors where each feature reflects a behavioral pattern (such
as opening a file, locking a mutex, or setting a registry key) extracted from the malware
run-time behaviour reported by CWSandBox. Support vector machines were applied to
the collection of feature vectors to build a classifier for each of the malware families (e.g.,
Sality classifier, Doomber classifier and Allaple classifier). The researchers evaluated their
method on a large corpus of malware samples obtained from honeypots and spam-traps
and reported that up to 70% of malware samples that had gone undetected by anti-virus
systems were correctly classified by their approach. However, it is obvious that the effi-
cacy of the approach proposed by Rieck and colleagues depends on the accuracy of the
anti-virus software used to label the malware in the first place.

Built on the idea of representing software behaviour as system state changes [16] (see
above), Bayer and colleagues [19] proposed a clustering system that aimed to achieve a
better precision and scalability than previous approaches. The differences between the
proposed system and its precedent [16] lie in the formulation of behaviour profiles and the
algorithm used to perform clustering. In more detail, Bayer and colleagues modelled the
behavior of a malware sample in terms of operating system (OS) objects (i.e., resources
such as a file or registry key), operations that are carried out on these objects (i.e., gener-
alised forms of system calls, for example, the two specific processes NtCreateProcess and
NtCreateProcessEx are concrete instances of the OS operation create), dependencies
between OS objects and comparisons between OS objects. A behaviour profile defined
in this way essentially trades precision for generalisation. This trade-off was justified by
the fact that the constructed profiles would withstand detection evasion techniques such
as those that introduce superfluous operations into the malware. To facilitate clustering,
the behaviour profiles were transformed into feature vectors, and locality sensitive hash-
ing (LSH)76 was employed to compute an approximation of the set S of pairs of similar

76Locality sensitive hashing is a method that purportedly hashes a collection of points in such a way
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points. Bayer and colleagues then removed all pairs in S that, in fact, did not contain
similar points and sorted the remaining pairs by similarity. The result of this was an ap-
proximate, single-linkage hierarchical clustering, from which an agglomerative clustering
was subsequently constructed. Employing LSH in the clustering task therefore exempts
users from having to compute the distances between all pairs of points (i.e., pairs of fea-
ture vectors) in the set (as required in most clustering algorithms) as well as having to
choose the number of clusters a priori (as required in k-means clustering). Bayer and
colleagues reported that their clustering method can accurately classify malware samples
which exhibit similar behaviour; notably, it was able to cluster more than 75 thousand
samples in less than three hours (in comparison to an estimate of 6 months that would be
required to use the clustering method proposed by Bailey and colleagues [16] on the same
set of behaviour profiles).

Though behaviour classification based on dynamic malware analysis proved to be much
more reliable and accurate than those based on static analysis, it inevitably results in
varying degrees of time-delay. In addition, the majority of methods have a common
limitation: the behaviour of malware being captured is limited to the capability of the
tools and whatever can be observed in a virtual environment. For example, a malware
sample potentially has multiple execution paths whose executability depends on various
environment factors; as a result, a malware dynamic analysis tool is, in many cases, able to
observe only one of these paths. Furthermore, some types of malware are intended to stay
dormant until certain time and date, or until they successfully connect to their command
and control server and receive commands from the server, or until they received user input
(e.g., a user entering information into a website). Though researchers in the community
have attempted to address one or more aspects of the limitations (c.f., [214]), it seems
that, at present, perhaps the best approach is to address these limitations by combining
dynamic and static analysis as recommended by Lee and Mody [183] or by making use
of high-level interaction honeypots to observe a wider spectrum of behaviours of malware
samples (see Section 15.1).

In general, malware samples can be characterised from different attribution perspec-
tives, the results of which serve as a basis for an investigation of adversary classes poten-
tially authoring the malware samples, by means of inference or classification. Presented
above are methods to describe malware samples in some sort of malware behaviour profiles.
Other researchers, such as Betjtlich [24] and Cloppert [58] also proposed to characterise
malware samples based on an explicit set of features which either constitutes the modus
operandi of a malware-based attack, or represents the malware characteristics relevant
to attribution. More specifically, Bejtlich [24] identifies 20 characteristics of a piece of
malware that need to be evaluated in attributing an attack: (1) timing, (2) victims or
targets, (3) attack source, (4) delivery mechanism, (5) vulnerability or exposure, (6) exploit
or payload, (7) weaponisation technique, (8) post-exploitation activity, (9) command and
control method, (10) command and control servers, (11) tools, (12) persistence mechanism,
(13) propagation method, (14) data target, (15) data packaging, (16) exfiltration method,
(17) external attribution, (18) professionalism, (19) variety of techniques, and (20) scope.
Cloppert [58] attempted to construct the modus operandi of the malware-based attack
based on its kill chain — the sequence of events that must occur for an attack to success-
fully achieve its objective. In this context, the kill chain is defined to include the following

that similar points have a much higher collision probability than points that are distant.

96 UNCLASSIFIED



UNCLASSIFIED DSTO–TR–2865

Figure 8: An illustration of the email kill chain [58].

sequential phases: reconnaissance, weaponisation, delivery, exploitation, Command and
Control (C2), and exfiltration [58] (see Figure 8). Clopper further hypothesised that some
of the phases (or elements of the phases) of the kill chain are likely to be immutable
(infrequently-changing) across different attacks carried out by the same adversary, and
consequently culminate in his/her behaviour profile. The modus operandi of an attack
constructed in this manner is, therefore, able to capture the adversary behaviour, allowing
for an inference of common groups of adversaries behind a collection of malware-based
attacks.

12.3 Discussion

Regarding software authorship, it is demonstrated in the literature that linguistic features
based on n-grams tend to be more effective than programming features. However, n-grams
are susceptible to obfuscation techniques (c.f., [150, 158]), and thus, it might be possible
to complement n-grams with programming features to improve the overall result accuracy.
It is important to note that various attribution methods pertaining to email authorship
can be adapted for use in software authorship. From a larger perspective, determination
of software authorship in the context of spear phishing faces a similar problem to email
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authorship: there often does not exist a collection of malware samples with known authors.
In this scenario, it is necessary to perform clustering on the collection of malware samples
under investigation before a classification of unseen malware samples can take place.

With regard to identification and characterisation of adversary classes, results pro-
vided by malware analysis can be used to infer characteristics of the adversary class likely
responsible for a malware-based attack. In this respect, attribution practitioners can cap-
italise on the method proposed by Parker and colleagues by replacing general attack tools
with pieces of malware, attack techniques with the techniques employed in the malware,
and methods to deduce information about the adversaries for specific attack tools with
those for specific malware samples. By the same token, attribution practitioners may wish
to perform classification of the malware behaviours produced from the analysis results
in order to determine the intent and common origins of the malware samples under at-
tribution. To this end, there exist a range of methods (the representatives of which are
presented above) to assist the attribution practitioners to accomplish this task.
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13 Attribution of evidence in the hook

component — (spear) phishing websites

Similar to spear phishing emails, phishing websites bear all the three types of evidence:
ownership evidence (IP addresses and domain names), individual characteristic evidence
(the writing style reflected in web pages’ textual content), and class characteristic evi-
dence (metadata associated with the websites as well as the techniques employed in the
construction of the websites). The sections that follow present a speculation on the extent
to which the mentioned types of evidence contribute to the attribution task.

13.1 Website source tracking

Unlike those in the lure component, the IP addresses associated with the hook component
of a spear phishing attack are generally not spoofed. Therefore, the IP address of a phishing
website (either obtained from the link in the lure component or via look-up by public DNS)
can be used to identify the machine that hosts the phishing site. However, this knowledge
is only at the tip of the iceberg of the attribution problem: the identified machine is often
a zombie machine under control of the spear phisher. In traditional attacks, a zombie
machine is typically compromised and consequently configured to host a phishing website.
In advanced and sophisticated attacks, a zombie machine is only one among hundreds or
thousands of other zombie machines that act as front-line proxies directing requests to
the back-end server systems that host the phishing website (as witnessed in the case of
Rock Phish and the more advanced technique known as fast-flux phishing, c.f., [212]). In
fast-flux phishing, the phishing domain name is configured to be resolved to a set of five
different IP addresses for a short period, and then shift to another five and so on. In
a most recent form of fast-flux, known as ‘double-flux’, even the IP address of the DNS
server under control by the phisher changes its IP address rapidly. Not only do Rock Phish
and fast-flux phishing make a take-down strategy harder and consequently extend the life
time of phishing sites significantly (see Figure 7), they also render the attribution task
tremendously hard. To confound and hassle the defenders further, the back-end servers are
usually hosted by rogue networks (see Section 2.4). It appears that there is no automated
technique that is able to identify the servers that host phishing websites in the case of
Rock Phish and fast-flux phishing, except for a very few research ideas. For example,
Zhou and colleague [324] proposed a self-healing, self-protecting collaborative intrusion
detection architecture to trace-back fast flux phishing domains. The method proposed by
Zhou and colleagues requires a collaboration of intrusion detectors from different ISPs to
monitor the fast-flux machines and correlate the suspicious communication patterns of the
machines.

13.2 Website authorship attribution

Like emails, web pages also contain textual content presented in a certain structure and
layout. Therefore, attribution methods presented in Sections 5 and 11.2 can, in princi-
ple, be used to provide important clues to web-page authorship. In the context of (spear)
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Table 7: An illustration of the lifetime of rogue websites for non-rock phishing, Rock
Phish and fast-flux phishing attacks [212].

# Mean lifetime (hrs) Median lifetime (hrs)

Non-rock 1707 58.38 20
Rock domains 419 94.26 55

Rock IPs 122 124.9 25
Fast-flux domains 67 454.4 202

Fast-flux IPs 2995 124.6 20

phishing, determination of this type of authorship is usually impracticable, due to two ma-
jor factors: (i) the majority of phishing web pages are automatically generated by phishing
toolkits which are widely available on the underground market, and (ii) many phishing
websites are purported to mimic the look and feel of the websites they are impersonating.
Application of authorship attribution methods to phishing web pages would likely identify
those either using the same phishing toolkit or impersonating similar websites. Therefore,
unless an adversary deliberately leaves behind some kind of watermark in the web-page
textual content (or web-page source code), it is unlikely that there exists a method to
identify the actual adversary associated with a phishing website.

13.3 Adversary class identification and characterisation

There has been little work on attribution of phishing websites in terms of their origins
(it is supposed that phishing websites originating from a common source may be associ-
ated with the same class of adversaries). Representative research efforts in this direction
include those attempted by Wei and colleagues [307], James [144], McCombie and col-
leagues [203][202], and Layton and colleagues [180] [181]. The researchers either combined
information of both the phishing email (Lure) and website (Hook) to gain some insight
knowledge of those responsible for an attack, or entirely used information pertaining to
the phishing website to carry out this task.

The most elementary among the research efforts to be presented involves grouping
spam incidents with respect to spam web hosting by Wei and colleagues (c.f., [307]). In
their study, the researchers found that most spam domains use wildcard DNS records to
support non-existing machine names, and believed that the hosting IP addresses are much
fewer than the number of domains (i.e., a large number of domains hosted on a limited
number of hosts). With this vision, Wei and colleagues performed clustering of spam
domains on IP group (which consists of one or several IP addresses that simultaneously
host the same domain), and found that the hosting IP addresses (4,000 in total) in the
experiment were distributed among 1391 network blocks residing in 61 countries. Top of
the list are IP addresses located in China (with some found to host more than 8,000 real
domains in a period of three months).

James [144] identified key items that can be used to identify groups of phishers. The
items include bulk-mailing tool identification and features, mailing habits (e.g., their spe-
cific patterns and schedules), email origination hosts, phishing server hosts, layout of the
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hostile phishing server (e.g., the use of HTML, JavaScript, PHP, and other scripts), nam-
ing convention of the URL used for the phishing site, IP address of the phishing site, and
features pertaining to emails such as assignment of phishing email account names, choice
of words in the subject line, and the time-zone of the originating email ([144] cited in
[203]).

Motivated by the conjecture that phishing activities are carried out by a small number
of highly specialised criminal groups, rather than a large number of random and unrelated
individuals using similar techniques, McCombie and colleagues [203] attempted to group
attackers with a common modus operandi (or with the same level of criminal organization)
based on the similarities between phishing emails and phishing websites. The researchers
extended the set of features identified by James (see above) to include additional features
such as (i) the text, metadata and header information pertaining to email, (ii) the phish-
ing web pages and web hosts together with their directory structure and files, and (iii)
any characteristics that may serve as links between separate incidents. The features of
phishing email used by McCombie and knowledge have been presented in Section 11.3.
Regarding phishing sites, examples of the features used in the investigation (which are
mostly metadata) include: details of the phishing sites’ URL (i.e., commonly used words
such as Index, secure, online, agreement and login), host IP address (categorised in terms
of IP subnets), domain registrant, domain registrar, country, classless inter-domain rout-
ing (CIDR), operating system (e.g., Linux, Win32 and Unix), and web server type (e.g.,
Microsoft and Apache). The study was conducted using simple decision rules on a large
collection of phishing email and website samples collected by a major Australian financial
institution. The experiment reported an appealing result: three in the six identified groups
were responsible for up to 86% of all phishing incidents.

In a similar vein, Layton and colleagues [181] focused on grouping phishing websites
(based on the websites’ source code) that are likely to have a common origin, or ‘prove-
nance’. The purpose of their work is two-fold. On the one hand, Layton and colleagues
investigated the feasibility of grouping phishing attacks using websites’ data alone. On the
other hand, they proposed an automated approach for determining provenance in phishing
websites that can deal with evolving phishing datasets. Recall that other research work
with related goals (such as the work by McCombie and colleagues presented above) either
wholly or party rely on a predetermined set of features to be used for the clustering or
classification task. While making use of a predetermined set of features can be efficient
for the task at hand, it is not very effective in tackling phishing attacks that evolve over-
time. Layton and colleagues attempted to rectify this drawback by dynamically deriving
this set of features from the phishing dataset under investigation. More specifically, the
researchers first applied a ‘bag-of-words’ model — a popular model in text categorisation
(as discussed in Section 6) — to the phishing dataset, which yielded a large and ‘noisy’
set of features. The researchers then experimented grouping phishing websites using two
alternative approaches. In one approach, PCA was utilised to reduce the size of the orig-
inal set of features before clustering was carried out on the reduced feature set using the
k-means and DBSCAN algorithms. In the other approach, CLIQUE (a subspace clustering
technique that can deal with high dimensional data) was directly applied to the original
feature set77. The experimental result demonstrated that CLIQUE achieved the best clus-
tering but was not very stable due to its extreme sensitivity to the parameters’ value,

77Please refer to Sections 6.2.2 and 7.5.6 for a discussion of PCA, k-means, DBSCAN and CLIQUE.
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while the k-means and DBSCAN algorithms proved to be more stable within a small band
of variation in the parameters’ value. Though DBSCAN seemed to produce more accurate
results than the k-means algorithm, DBSCAN was able to perform clustering for only a
portion of the dataset. Regarding the primary goal of the research, Layton and colleagues
concluded that phishing websites should not be used alone in grouping phishing attacks;
instead, they should form part of a larger system, combined with other attribution meth-
ods in order to generate verifiable results. The method proposed by Layton and colleagues
can be enhanced by performing clustering only on the portions of the impersonating web-
page that are different from the impersonated webpage (c.f., [180]). This technique takes
advantage of the fact that a set of phishing websites mimicking a legitimate website tend
to be much similar, and thus clustering based on features derived from the ’diff’ portions
(outputted by the execution of a diff program that take as input a phishing website and
its impersonated website) would be sufficient.

13.4 Discussion

The rogue website associated with a spear phishing attack is not different from that of
other types of phishing. As such, attribution of this component of a spear phishing attack
can directly benefit from experience and lessons from existing studies relating to phishing
websites as those presented above. In general, evidence collected from fraudulent websites
is unlikely to reveal information regarding the actual adversaries (unless some kind of
watermark exists). Rather, they can (at most) contribute by disclosing the common origins
of spear phishing attacks, and by inferring characteristics of the class of adversaries who
may be associated with such attacks. Existing methods in the literature mostly utilised
the websites’ source code and metadata to perform clustering of phishing websites. It may
be possible that the deception techniques employed in phishing websites could provide
important clues about the adversaries, and thus should be considered as part of the features
in the thematic clustering scheme. To this end, it is possible for one to reuse, or adapt
from, the collection of deception techniques compiled by Drake [82] as following78:

• making use of invalid SSL Certificates (i.e., a URL that begins with https://) to
convince the victim that information is being transmitted over a secure connection,

• buying some time before the victim checks his/her account (e.g., by informing the
victim that the provided information needs to be verified within a period of time),

• processing the submitted information (a sophisticated phisher may verify the sub-
mitted information, e.g., verifying the submitted credit card number, or sending the
username and password to the legitimate company to verify whether or not they are
valid), or

• exploiting the power of Javascript to

– create a fake address bar,

– create a fraudulent pop-up over the real company site,

78A more exhaustive collection of such techniques can be consulted at [143].
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– disable right-click to prevent the victim from viewing the page’s source code,
and

– checking the browser (if the phishing website is designed to exploit the vulner-
abilities of specific browsers).

With respect to adversary characterisation, the method proposed by Parker and colleagues
(see Section 12.2.1) is potentially useful to infer characteristics of the attacker based on
the technical methods utilised to deceive a victim and capture information he/she entered
into the phishing websites. For example, if the man-in-the-middle or man-in-the-browser
methods are employed in the attack, one might conclude that the attack is mounted by a
sophisticated and skillful adversary.
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14 Attribution of evidence in the catch

component

The catch component refers to the phase of a (spear) phishing attack where the stolen
credentials/information are transferred from the hook component to the spear phisher.
In general, the nature of the catch component is different from that of other components
such as Lure and Hook in that it is a ‘prospective’ crime scene, and pieces of evidence
(except for the ownership evidence) provided by this component are not readily available to
the defenders. This mandates attribution practitioners, rather than conducting a passive
forensic investigation, to take an active approach in order to disclose, as much as possible,
the latent evidence associated with the catch component. There are two major types of
evidence potentially found in the catch component: ownership evidence (e.g., email and
IP addresses pertaining to a catcher) and class characteristic evidence (e.g., mechanisms
to ‘catch’ the stolen data).

Ownership evidence are often available to attribution practitioners: email/IP addresses
are usually embedded in the malicious code associated with a hook component to enable
communications between the hook component and the catcher as part of the exfiltration
process. In this case, the found email address would be almost certainly that of a web-
mail, and the IP address would be that of a stepping stone, zombie or node in a rogue
network. For this reason, researchers have attempted to investigate methods to track
catchers without entirely relying on the ownership evidence.

Active methods for tracing catchers (or attackers) are presented below. Active methods
to disclose and analyse class characteristic evidence — as a part of a larger attribution
scheme whose scope exceeds the catch component — will be presented in the next section.

14.1 Catch destination tracking

As mentioned in Section 3, many cyber attacks operate entirely with one-way communica-
tion manner (such as virus propagation or DDoS attacks whose mere goals are to propagate
malicious programs or to flood the target with meaningless traffic, respectively), in which
case advanced attackers stay reasonably safe and sound behind protection layers of IP
spoofing, zombie-nets and rogue networks. In order to exfiltrate information from a vic-
tim, attacks pertaining to spear phishing attacks, as well as other types of cyber espionage,
require two-way communications, necessitating in all cases an existence of reverse flows
from the victim to the attacker (possibly via intermediaries). In principle, if one is to per-
sistently follow the reverse flow, he/she will ultimately reach the attacker. In reality, the
successful realization of such a vision is left to the capability of the defender to find his/her
way to the offender and the capability of the offender to hide and protect himself/herself.

Different from traceback methods (see Section 11.1.1) which involve passively identi-
fying and following the digital trail left behind by an attacker, an active tracing method
in this context allows one to initiate a reverse data flow and actively monitor/trace the
data toward the catcher. Active tracing methods are centred around the utilisation of
certain decoy elements in the data to be sent back to the attacker. Several forms of such
an element (in an ascending order of their respective activeness) include: watermarks,
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honeytokens, web bugs and beacons. Though the application of these decoy elements to
attribution of spear phishing may be new, the decoy elements are themselves not new
and have long been used in both the whitehat and blackhat communities. A watermark
is typically a piece of information that uniquely identifies the digital item to which it is
attached. Watermarks are extensively studied in the realm of software protection and
copyright. A honeytoken refers to any element (a piece of information, a credential, an
image, an account, or a file) any access to which serves as strong evidence that the system
has been compromised. A web bug is a silent piece of code that records certain activities
and information of web and email users (e.g., web browsing habits and demographic data
such as gender, age and zipcode), and reports the information to its owner. A web bug is
usually implemented as a transparent image inserted into the HTML portion of an email,
but it is also witnessed being implemented in Microsoft Office documents [269]. Web bugs
are widely used by phishers to obtain information about their victims. Finally, a beacon
is a piece of code secretly embedded in a bogus document that is activated and signals to
its remote master when the document is opened. A watermark, web bug and beacon must
meet an overarching requirement: that of concealing itself as much as possible in a con-
taining item. General methods of hiding information (i.e., masking, repacking, dazzling)
and attracting targets (i.e., mimicking, inventing and decoying) is discussed at [22], and
a discussion of the theme in the context of cyberspace is available at [316]. Approaches
making use of decoy elements that are potentially applicable to the attribution of the catch
component are presented below.

14.1.0.3 Watermarking Watermarks in the discussed context should be easy to em-
bed and detect (or retrieve) due to the large amount of data each node on the network needs
to process. Similar to passive tracing methods discussed in Section 11.1.1, active tracing
methods can be content-based (via analysing the payloads of the packets) or timing-based
(via inspecting the timestamps of the packets). One early form of active content-based
tracing method is ‘sleepy watermark tracing’ proposed by Wang and colleagues [302]. The
researchers created a watermark for text-based network application79 in the form of a vir-
tual null string, a string that appears null to end users of the network applications (e.g.,
telnet and rlogin).

For example, the string

‘See meabc\b\b\b \b’

will be displayed as ‘See me’ to the end users.

To trace the attacker, the proposed watermark needs to be injected into backward traffic by
having the network server applications (e.g., telnet and rlogin) inject the watermark into
their response traffic. In order to trace along the connection chain, Wang and colleagues
proposed a mechanism to find and match adjacent connections that belong to the same
connection chain. One advantage of the technique is that attribution can be accomplished
through a large number of stepping stones, provided the data is not encrypted.

79 According to Wang and colleagues [302], hiding a watermark in text is more difficult than hiding data
in pictures and sounds.
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In order to correlate encrypted connections, active tracing methods were proposed
that are based on timing characteristics of (rather than contents of) connections (c.f.,
[300, 301, 235, 236, 237, 238]). Due to the fact that a timing-based watermark is embed-
ded through manipulation of the timing characteristics of the stepping stone connections,
active tracing based on this type of watermark is able to handle encryption imposed by
secure protocols such as SSH and IPsec. Unlike passive tracing (described in Section
11.1.1) which is unnoticeable to attackers, active tracing may be detected by the attack-
ers. Consequently attackers may deliberately instruct stepping stones to introduce ‘noise’
into the packet flow in order to defeat tracing efforts. For instance, the stepping stones
can insert timing perturbation or chaff traffic in the stepping-stone streams, adversely
affecting timing-based correlation and limiting traceability. In addition, the packets pass-
ing through stepping stones may be repacketised to improve network performance (or
perhaps to further confound timing tracing). In this respect, it is important that active
watermark-based timing approaches are sufficiently robust to resist one or more of these
countermeasures/conditions. To this end, the proposed watermark-based timing methods
are able to deal with timing perturbation (c.f., [300, 301]), both timing perturbation and
chaff (c.f., [235, 236, 237, 238]), and TCP repacketisation (c.f., [250]).

Instead of injecting a watermark into the reverse flow, another approach is to embed
watermarks in documents or files. For instance, Bowel and colleagues [31] computed a
watermark as a key cryptographic hash function using words extracted from the contain-
ing document. Provided that a document with an embedded watermark is among those
exfiltrated by a spear phisher, it can be detected along the way, and consequently informs
the defender of its travelling path. To make the watermark invisible to the end user or
rendering tools, watermarks are usually hidden in the document’s metadata portion or in
the comments within the document format structure [31].

However, there are two major factors that impede the adoption of watermark-based
tracing methods on a global scale: (i) the necessary preposition of dedicated watermark
detectors in the open network, and (ii) the privacy concerns associated with searching for
watermarked data/files. Therefore, methods based on watermarks are more suitable for
implementation within a corporate network for detection of insider threats.

14.1.0.4 Honeytokens/web bugs A honeytoken refers to any decoy element inten-
tionally designed to trap and detect those that access and use the element. Honeytokens
can be in the form of personal credentials (e.g., login details), an image, a file, or a piece
of information (e.g., a medical record of a patient). Honeytokens purposefully have no use
in practice, therefore the access to, and/or the use of, honeytokens is a strong indication
that a computer system has been compromised. Since access and use of honeytokens are
logged, information about the attacker to a varying degree can be obtained. Research
efforts in using honeytokens in cyberspace attacks include [276] which used bogus medi-
cal records, credit card numbers, and credentials to detect malicious insiders, Bowen [30]
used honeyflow — a traffic flow that contains within it trap-based decoys (decoys that
are detectable on their own such as online banking logins, credit card numbers, login ac-
counts for online servers, and web-based email accounts) — to detect attackers who are
eavesdropping network traffic.

Most relevant to the context of spear phishing is the use of honeytokens and web

106 UNCLASSIFIED



UNCLASSIFIED DSTO–TR–2865

bugs by McRae and Vaughn [194] to identify the source of phishing attacks. The idea
underpinning the proposed method involves completing the phisher’s web form with an
HTML image tag of a one-pixel by one-pixel image and an HTML web page link. The
image acts as a web bug since it is designed to gather information about the phisher. At
the same time, both the image and the HTML file are honeytokens because they have no
practical use, apart from serving as baits. Once the phisher views the results in an HTML
enabled environment, the image will be retrieved from the server. In response to the image
being loaded or the hyperlink being accessed by the phisher, a referral is generated in the
web logs on the tracking server. According to McRae and Vaughn, information provided
in the log includes: (i) the IP address of the actual machine where the results were viewed,
(ii) the web page where the phisher viewed the results (iii) the browser type that was used
to view these results, and (iv) a guess at the operating system of the phisher’s machine.
An advantage of this approach is that it tracks down a phisher to the IP address of the
phisher’s machine rather than intermediaries such as stepping stones or zombies. However
the approach bears a major weakness: it only works in an HTML enabled environment,
and thus viewing the results of phishing forms in text-only viewers is a simple but absolute
countermeasure.

14.2 Discussion

Methods to reveal adversaries associated with information-theft attacks have been studied,
either based on deception or by actively tracing the paths of the stolen information. In
principle, many of the existing methods can be applied to the attribution of the catch com-
ponent of a spear phishing attack. However, at the current stage, methods using web bugs
and beacons are likely to be effective only when dealing with unsophisticated attackers
(unsophisticated spear phishers). Advanced attackers would nullify at ease the effective-
ness of the methods, for example, they may view the stolen information in a text-based
environment, disable beacons/web bugs, cut off network communications, disable/kill lo-
cal host monitoring processes, or exfiltrate the stolen item via a web-browser and avoid
opening the file locally. The efficacy of using watermarks and honey tokens to apprehend
the attackers is also restrained due to its dependence on the preposition of dedicated mon-
itoring machines on the travelling path of the watermarked data and subsequent use of
the stolen elements by the attackers. Such monitoring machines can be, at most, deployed
fully within a corporate network, but only very sparingly on the internet. This makes
detection of general attacks, and attribution of insider attacks, possible, but attribution
of attacks initiated from outside the network still beyond the realm of present technical
capabilities. Furthermore, in the case of spear phishing as espionage, the use of honey
tokens, or watermarked items, is unlikely to be detected since the actual stolen items will
not be used; instead, the information contained in the items is extracted as part of the in-
telligence collection process. Last but not least, as mentioned in Section 2.1, sophisticated
catchers may egress stolen data through a covert channel. Hence, methods and techniques
from the study of covert communications may be of significant help to investigators in
uncovering this type of communication to trace the catchers. However, a discussion of
these methods and techniques together with their potential assistance in catching (spear)
phishers is beyond the scope of this survey.
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15 Proactive/active attribution of spear

phishing attacks

Attribution methods discussed in the previous sections, except for those in the catch com-
ponent, passively examine and analyse pieces of evidence left behind by a spear phisher.
As such, they are considered reactive attribution methods. Potentially much more infor-
mation about the attack can be obtained via proactive/active attribution approaches. By
proactive, I mean that a defender takes initiative to prearrange and set up things in such a
way that certain goals of attribution can be achieved in the best way possible when a spear
phishing attack occurs; and by active, I refer to real-time observations/interactions with
the attackers or machines taking part in the spear phishing attack under investigation.
There are many forms and many methods for proactive/active attribution, the majority of
which leverage a notorious technique of adversaries: that of deception. Examples of proac-
tive attribution methods including the preposition of traceback and watermark detecting
capabilities in nodes and applications in the network, the insertion of decoy elements (e.g.,
watermarks and beacons) into selected data items, and the generation of bogus data, doc-
uments and files. Examples of active attribution methods include observations of real-time
attacking processes, and interactions with the phisher by sending him/her data with decoy
elements. Large scale realisation of proactive/active approaches relevant to attribution can
be conducted by means of honeypots.

15.1 Honeypot systems

A honeypot is a system or resource which is deliberately designed to attract, detect and
analyse adversaries. A network of honeypots is referred to as a honeynet. Due to its low
false positive and false negative rates80, honeypots are very efficient tools for intrusion
detection and analysis. As such, honeypots are often used for profiling attacker behaviour
and to gather information with respect to how attackers operate [31]. In the context of
phishing, honeypots are used as (i) sensors for detecting phishing emails and (ii) ‘work-
benches’ to study phishers’ tools, behaviors, and social networks [143]. However, it is
important to note that the effectiveness of a honeypot is proportional to the number of
attacks that go through it.

There are various types of honeypots. A honeypot can be considered as production or
research from a deployment point of view, or classified as low interaction or high interaction
from a technical perspective [143] . A production honeypot set up within an organisation
aims to detect and analyse attacks which either randomly or intentionally target the
organisation, and provides the organisation with necessary information to strengthen its
security. Conversely, research honeypots are devoted to attract attacks in the wild and
study attackers in general, and inform security communities of the status quo tools and
methodologies used by the attackers.

Low interaction honeypots deceive attackers using emulation of systems and services
(e.g., a program that records and responds to TCP SYN packets), and tend to provide only

80By the very nature of a honeypot, the chance that a honeypot captures the activities of a legitimate
user is very small.
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general information about attacks and attackers. Examples of low interaction honeypots
include Honeyd81, HoneyC82, Specter83 and BackOfficer Friendly84. For instance, Honeyd,
which has been deployed to detect spammers and worms, collects two types of data: (i) the
data stored by the service emulation scripts (e.g., login/password combinations, web page
requests, and backdoor connection attempts), and (ii) packet sniffer data [143]. While a low
interaction honeypot places a low risk on the deployer, its effectiveness is limited because
a successful compromise can never take place [143] (thus ‘after-compromise’ actions of
attackers can never be explored). In the context of spear phishing, a low interaction
honeypot would record the malicious payload of a spear phishing email which is then
analysed by other offline tools.

Different from low interaction honeypots, high interaction honeypots use real systems
(no emulators) and thus can gather and provide much more accurate and detailed infor-
mation about the attacks and attackers. This benefit of high interaction honeypots comes
with a concomitant risk: the attackers may use the honeypots to attack other systems, or
other systems may be compromised by unexpected behaviours of the honeypots. Exam-
ples of high interaction honeypots include: Symantec Decoy Server 85 (which is previously
known as Symantec ManTrap), HoneyBow86 and the Honeynet Project’s Honeywall87.
According to [143], high interaction honeypots have been successfully used to collect un-
known exploits, analyze the social interactions of intruders, and to identify mechanisms
for phishing site deployment.

A relatively recent class of honeypot is a client-side honeypot. Aimed at collecting
information about client-side attacks, a client-side honeypot crawls the Web in an auto-
mated manner, and closely monitors itself to detect if there are any changes in the host
machine caused by drive-by-download. A client-side honeypot usually visits multiple pages
of a website in parallel, once malicious system modifications are observed, it revisits each
page individually to determine those with malicious content [156]. Examples of client-side
honeypots are Capture-HPC88, PhoneyC89 and the Trigona Honey-Client90.

A type of honeypot particularly relevant to phishing is known as an email honeypot.
To hide his/her identity, a sophisticated attacker does not directly interact with the mail
server. Rather, the attacker indirectly communicates with the mail server via a number
of open relays91 or open proxies92. To this end, an email honeypot can be implemented
in either of two ways: (i) setting up honeypots as open relays (c.f., Jackpot93) or (ii)

81Honeyd. http://www.honeyd.org/
82HoneyC. https://projects.honeynet.org/honeyc.
83Specter . http://www.specter.ch/.
84Back Officer Friendly (BOF). http://www.nfr.net/products/bof/index.html.
85Symantec Decoy Server. http://www.symantec.com/press/2003/n030623b.html.
86HoneyBow. http://sourceforge.net/projects/honeybow/.
87Honeywall. https://projects.honeynet.org/honeywall.
88Capture-HPC. https://projects.honeynet.org/capture-hpc.
89PhoneyC. http://www.honeynet.org/project/PhoneyC.
90Trigona Honey-Client. http://honeynet.org.au/?q=node/63.
91An open relay is an MTA that is configured to send email on behalf of any third party. Open relays

are usually used by phishers to conceal their identities.
92(Open) mail relays use only SMTP and store the complete message before forwarding it, whereas

proxies may not be bound to any specific protocol and the message passing is done in real time.
93Jackpot Computer Services. http://jackpot.uk.net/.
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configuring honeypots as open proxies (c.f., ProxiPot94) [143]. Honeyd can be configured
to simulate both open proxies and open relays (c.f., [229, 228]). To bait phishers, email
honeytokens (i.e., bogus email accounts) can be posted in public websites with the purpose
of being harvested by the phishers. Information from emails either passed through the
open-relay/open-proxy honeypots or sent to the bogus email accounts would be gathered
to provide some insight into the attacks and attackers. Birk also implemented a hon-
eypot system for the purpose of luring, trapping, analyzing and profiling phishers, more
information about the system can be obtained at [25].

15.1.1 WOMBAT

WOMBAT95 is a honeypot project designed with attribution as its specific goal. In partic-
ular, it aims to attribute large-scale/sophisticated attacks. Such attacks tend to leverage
zombie-nets and/or rogue networks and are usually launched by criminal organisations, dis-
sident groups, rogue corporations, and profit-oriented/underground organisations. WOM-
BAT is devoted to identify the root causes of problems or events (root cause analysis) by
attempting to identify the organisations or machines behind attacks and methods used by
the attacker. Preliminary efforts and results achieved by WOMBAT are presented below.

• WOMBAT uses a multi-dimensional knowledge discovery and data mining method
based on CLIQUE (see Section 7.5.6) to assess the prevalence of malicious activities
on the Internet and to get insights into the modus operandi of new attack phenomena
(c.f., [288]), which can be combined with a fuzzy inference system [289] to attribute
large scale attacks (e.g., determine if attack events belong to the same global attack
phenomenon, or to the same army of zombie machines (c.f., [68]) or the same root
cause.

• WOMBAT studied an active underground economy through an investigation of key-
loggers’ stealing of credentials via drop zones96 (c.f., [128]). In particular, the re-
searchers utilised various types of honeypots and decoy tools: spamtraps were used
to collect unsolicited emails and open email attachments to trigger the infection
process of the embedded malware, the links in the emails were visited by client-side
honeypots to determine if the URLs were malicious and trying to install malware in
the honeypot, CWSandbox 97 was used to further examine and analyse a sample from
the client-side honeypots (provided that the honeypot was infected), and SimUser
(a tool developed by the researchers) was used to simulate the behaviours of a victim
using honeytokens as credentials.

• Based on the traces left on the deployed honeypots, Pham and Dacier [247] counted
the number of various zombie-nets together with their size and their lifetime using
similarity measures.

94Bubblegum Proxypot. http://wn.com/Bubblegum_Proxypot.
95Worldwide Observatory of Malicious Behaviors and Attack Threats (WOMBAT). http://www.

wombat-project.eu/.
96Drop zones refer to anonymous collection points where stolen credentials are transferred to for later

usage by phishers.
97CWSandbox. http://www.cwsandbox.org/.
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• Stone-Gross and colleagues [284] developed a novel system FIRE that identifies Inter-
net companies and organisations responsible for rogue networks, the results of which
can be used to pinpoint, and to track the activities of, these rogue organisations.
FIRE isolates networks that are consistently associated with malicious activities by
actively monitoring zombie-net communication channels, drive-by-download servers,
and phishing websites. Zombie-net communication channels were identified through
an examination of data collected by Anubis — a tool that executes, and then anal-
yses, Windows-based malware binaries in a virtual environment. Information about
drive-by-download servers are obtained via: (i) utilisation of Wepawet (a system that
checks user-submitted web pages for malicious Javascript), (ii) a daily compilation
of URLs found in unsolicited emails, and (iii) an analysis of a daily-updated list of
‘spamvertised’ URLs provided by Spamcop98. Finally, phishing hosting providers
were located by making use of a daily list of URLs of phishing pages provided by
PhishTank99.

15.1.2 Bowen’s decoy system

A recent research effort that studied honeypots with a focus on the deception aspect was
carried out by Bowen [31]. Bowen introduced a novel, large-scale automated system for
generating, distributing and monitoring decoys for both network- and host-based decoy
systems. The network-based decoy system is aimed at defending against eavesdropping
(network taps), while a host-based decoy system is intended to defense against exfiltra-
tion of sensitive information carried out either by malware or insiders. In order to guide
the design and implementation of decoy items as well maximise the induced deception,
Bowen defines a set of properties for a decoy item, namely believable, inciting, conspicuous,
detectable, variability, non-interference, differentiable, expiration, and cost. To maximise
detection capabilities, decoy items in Bowen’s system were implemented based on a combi-
nation of complementary/overlapping techniques, for instance, a watermark is embedded
in the binary format of a document file for the purpose of detection, and a beacon is
embedded in a decoy document that signals a remote web site upon opening of the docu-
ment. To maximise the induced deception, Bowen proposed a notion of perfectly believable
decoys (decoys that are completely indistinguishable from the genuine). Bowen realised
this notion by embedding markings in both decoy and genuine documents. The decoy
documents are marked with a keyed cryptographic hash function and the non-decoys are
marked with indistinguishable randomness. The task of distinguishing these two types of
marking is known as computationally infeasible [31] and thus it is almost impossible for
the adversaries to discriminate between the decoy and the genuine documents.

15.2 Shadow in the Cloud

A project closely related to the WOMBAT project is Shadow in the Cloud [33] (together
with Tracking the Ghostnet [73] as its predecessor). Efforts in Shadow in the Cloud are
directed at malware-based attacks (including spear phishing) with the focus on gaining a

98Spamcop.net. http://www.spamcop.net/.
99PhishingTank. http://www.phishtank.com/.
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comprehensive understanding of the malware networks utilised by criminal organisations
or state nations behind such attacks. While WOMBAT leverages various types of hon-
eypots and decoy systems in its study, Shadow in the Cloud carried out its investigation
on real compromised systems, more specifically, the Tibetan computing systems (which
were the victim of alleged Chinese cyberspace espionage against the Tibetan community
[33]). Shadow in the Cloud utilised a nexus of methods and techniques, and performed
information fusion to combine the results obtained. Examples of methods/techniques used
in the project include field investigation which aims to identify portions of command and
control infrastructure used by the attackers as well as to document the type of data that
the attackers exfiltrated from the targets, and technical investigation which comprised
several interrelated components such as:

• DNS sinkholing : registration of expired domain names previously used as command
and control servers in cyber espionage attacks in order to observe incoming con-
nections from still-compromised computers and learn about various attack methods
utilised by the adversaries as well as the nature of the victims,

• malware analysis: analysis of malware samples from a variety of attacks in order
to determine the exploits the attackers used, the themes used to lure targets into
executing the malware, as well as the command and control servers used by the
attackers,

• command and control server topography : construction of a map of the command and
control infrastructure of the attackers by linking information from the sinkhole, the
field investigations and the malware analysis,

• victim identification: identification of the victims who had been compromised throu-
gh analysis of sinkhole server connections and recovery of exfiltrated documents (see
below), and

• data recovery : retrieval of documents that had been sent to drop zones from victim
systems and stolen by the attackers.

Regarding the attribution results, even though the combination of the targeted victims,
the nature of the stolen documents and the known political interest of Peoples Republic
of China (PRC) suggested that the espionage attack on the Tibetan network was under
the direction of agents of China [33], the investigators concluded that the evidence was
not sufficient to make that assertion.

15.3 Discussion

Making use of honeypots is by all means a prerequisite in any large-scale attribution
effort. Implementing an effective honeypot system takes time and resources, but it is
well worth the effort if attribution is taken seriously by an organisation. A honeypot
system, if properly implemented, allows researchers to observe and analyse technical and
social details of ‘in the wild’ computer attacks and enables an organisation to come up with
broader and deeper answers to the ‘what’ and ‘how’, and subsequently the ‘who’, questions
relating to the attacks targeting the organisation. Particularly, when investigating criminal
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organisations and nation states behind advanced and large-scaled spear phishing attacks,
honeypots facilitate attribution with results beyond what can otherwise be achieved (e.g.,
details regarding the malware network leveraged by the attacker and the command and
control mechanism utilised) through static and individual analysis of each component of
the attack. To this end, much experience and many lessons can be learnt from existing
honeypot projects. Attribution practitioners can also capitalise on existing tools that
support a diverse range of tasks necessary for apprehension of threat actors using honeypot
systems.
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16 Discussion of analysis and attribution of

spear phishing evidence

Sections 10, 11, 12, 13 and 14 presented methods that may be applied to analyse and
attribute pieces of evidence from a spear phishing attack. In the context of conventional
crime where the target of attribution is the person who committed a crime, the presented
methods constitute the first line of attribution: identification, analysis and comparison of
pieces of evidence left at the crime scenes by the criminal in order to establish any possible
linkage between the evidence and the criminal, as well as to provide a solid foundation for
any necessary inference about him/her. In the context of cyber crime, and spear phishing
in particular, the target of attribution greatly varies in practice (see Section 2.4) due to
the significant difficulty associated with achieving the conventional goal of attribution.
For this reason, not only do the mentioned methods play important roles in an attribution
task, but they can, in many cases, also serve as final attribution solutions depending on
the specific goal and the available resource/data an organisation has at its disposal. For
instance, if the organisation has a collection of malicious emails as the entire dataset and
is interested in determining who among all the suspects are likely responsible for a spear
phishing email in question, then the application of one or more methods presented in the
lure component would fulfill the goal. Likewise, if the organisation possesses a collection
of malware samples and is interested in a similar attribution goal, then the use of methods
detailed in the hook (malware) component would be (likely) sufficient. In the presented
situations and the alikes, the mentioned sections cover methods to assist an organisation
in carrying out its attribution task.

However, in the case that an organisation wishes to perform a more thorough attribu-
tion — the organisation is interested in, for example, (i) making use of a wider range of
data to gain a more complete view about the attacker, ii) acquiring information about the
ultimate spear phisher (rather than his accomplices) of an attack, or (iii) characterising
the offender in such a way that it can assist law enforcement investigators to identify and
apprehend the actual offender — then it is necessary for the organisation to carry out
crime scene reconstruction and/or adversary profiling (presented in the Sections 17 and
18, respectively).
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17 Reconstruction of spear phishing attacks

Thus far, methods to identify the actual adversary, or the class of adversaries, associated
with each component of a spear phishing attack have been presented. It is important to
keep in mind that it is not possible, in many cases, to go directly from the evidence offered
by each component of a spear phishing attack to characteristics of the adversary; and the
adversaries, if successfully identified for each component, do not necessarily reference to
the same individual. It is possible that the identified adversaries are merely those who
intentionally/unintentionally took part in the overall spear phishing scheme, and none of
them are directly responsible for mounting the spear phishing attack. For instance, the
stepping stone machines used in an attack may be owned by innocent parties, the email text
may be copied/plagiarised from that of another person without his/her consent, the web
pages may have been automatically constructed by a widely available phishing toolkit, the
malicious code may be a product of a malware generation tool, the rogue/zombie networks
leveraged in the attack may be hired from another party, and finally the individual that
collected the stolen items may be only a mule100.

If it is not possible to relate pieces of crime scene evidence to the behaviours and char-
acteristics of the ultimate spear phisher, then additional inferences based on the pieces
of evidence is necessary. These additional inferences are collectively referred to as recon-
struction of a spear phishing attack.

Crime (scene) reconstruction101 of conventional crime involves (i) inferring offender
behaviours associated with the crime scenes (crime scene behaviours) and (ii) interpreting
the pieces of crime scene evidence in a larger context, from which the crime is reconstructed
in the form of a narrative and timeline (c.f., [55, 256]). In essence, a crime reconstruction
involves forming logical conclusions based on information at the scene, or from subse-
quent analysis and attribution conducted with the evidence. A crime reconstruction also
provides an opportunity to incorporate nonphysical evidence that may be useful for pre-
dicting adversary characteristics but not subjected to forensic scientific analysis such as
intelligence information [121]. There are indeed a number of crime scene reconstruction ac-
tivities already performed in the attribution of each component (e.g., malware behaviour,
data exfiltration mechanism and email traversal). Through a reconstruction of events
from the available evidence, the investigators now have a set of relevant information which
includes physical/digital evidence (e.g., a writeprint computed from the email content, a
thumbprint calculated for the embedded malware, the list of deception techniques utilised
in the attack), crime scene behaviours (e.g., the phisher harvesting information about the
victim before launching the attack, the malware communicating with a remote server on
its successful installation), and a sequence of events (e.g., the installed malware commu-
nicating with its remote master before receiving commands from the master, and then
executing the commands on the compromised machine). The results of the reconstruc-
tion of a spear phishing attack can then be used to advance predictions about adversary
characteristics (see Section 18) which cannot be made on the basis of the evidence itself
[121].

100Mules refer to the individuals who are employed/tricked by phishers to access and transfer the stolen
items on behalf of the phishers.
101Crime scene reconstruction is also referred to as crime reconstruction in the literature of offender

profiling.
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Perhaps, another merit of crime scene reconstruction is that it eliminates non-relevant
pieces of evidence from further investigation. In any type of crime, the space of evidence is
potentially very large. To this end, a crime scene reconstruction brings focus to a subset of
evidence and inferred crime scene behaviours, that are relevant with respect to the specific
goal of profiling/attribution desired by an organisation.

Crime scene reconstruction is, in its strict sense102, still an art. There currently does
not exist a thematic method that can be used as a template. Nevertheless, attribution
practitioners can learn from similar tasks carried out for each component of a spear phish-
ing attack, capitalise on the experience accumulated through specific cases in traditional
investigation, and utilise domain and expert knowledge if reconstruction is desired to be
performed over the entire spear phishing attack. Fortunately in this respect, reconstruc-
tion of a spear phishing attack is generally simpler than of a conventional crime. This is
due to the fact that crime scene construction in conventional crime has to be carried out
in a post-incident manner (i.e., reconstructing how an attack might have been carried out
based on the evidence collected after the attack was accomplished), while such tasks in
the spear phishing context are mostly performed mid-incident (i.e., on receiving a spear
phishing email prior to the actual execution of the attack). In addition, the chronological
steps of an overall spear phishing attack is also standardised (i.e., Target, Lure, Hook and
Catch). For this reason, a much larger set of evidence is often available to the attribu-
tion practitioners, and the reconstruction of a spear phishing attack is likely to be more
straight-forward.

It should be noted that a spear phishing attack may be associated with other cyber
crimes, either those performed to assist in the spear phishing attack (e.g., compromising
stepping stone machines or web mail accounts), or those for which the spear phishing
attack is intended to assist (e.g., stealing security information for subsequent crimes). This
presents a broader crime scene or scenes that may be reconstructed, for the purposes of
understanding the attack, the attacker as well as their intent, goals, identity or grouping.
Discussion of the broad area of cyber crime reconstruction is outside the scope of this
survey.

102The reader should not confuse crime scene reconstruction as defined in this survey with other definitions
of crime scene reconstruction in the literature which also include behaviour profiling as presented in Section
18.
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18 Adversary profiling

In the context of this survey, a profile refers to an artifact that describes information of
interest about an adversary. The information contained in a profile is naturally subject
to the goal and the nature of the specific attribution problem for which the profile is
constructed. For this reason, having a well-defined goal and a clear understanding of the
problem are primary requirements in building such a profile. The reader should have al-
ready observed various forms of adversary profile throughout the discussions of attribution
methods in Sections 10, 11, 12, 13 and 14. For instance, with respect to email authorship,
an author profile is one that described information about the author’s writing style; with
respect to determination of an adversary class, an adversary profile would be one that
contained information about the attack patterns. Many of the discussed profiles share one
or both of the two following common features: the profiles were constructed for a partic-
ular crime scene (a component) of a spear phishing attack, and/or they characterise the
adversaries in terms of their ‘crime scene characteristics’ rather than the characteristics of
the adversaries themselves.

To reduce the risk of attributing an attack to an innocent party or an accomplice of the
attacker, it may be beneficial to perform attribution across crime scenes. To this end, an
adversary profile is likely to contain information pertaining to more than one crime scene
(McCombie and colleagues have indeed investigated this kind of profile by considering
features of both the email and phishing website of an attack into the profile — see Sections
11.3 and 13.3). Provided that an organisation possesses evidence (as well as their forensic
results) from multiple crime scenes (e.g., Target, Lure, Hook and Catch) and wishes to use
them to obtain a more complete view about the ultimate attacker, the profiling methods
presented in this survey can be reused and adapted for this purpose — albeit with care.
Simply incorporating findings for all the evidence across multiple crime scenes into a profile
is not likely to produce a ‘workable solution’ [231]. This is because different sets of evidence
(together with their findings) usually come from different investigative perspectives, and a
simple combination of the sets of evidence would lose the necessary focus and potentially
be counter-productive. There are perhaps two possible options to address this problem.
In the first option, crime scene reconstruction can be utilised to describe the crime from
the perspective of the attribution goal through a retention of relevant pieces of evidence
and an elimination of non-relevant information (e.g., if an attribution goal is to determine
whether or not the adversary is likely a nation state, then pieces of evidence such as the
custom email tool used in the attack would be less significant). In the second option, an
adversary profile should be described in terms of a higher level of abstraction; for example,
rather than having a profile containing a collection of low-level metadata (e.g., information
relating to XMail, date and body length associated with an email), one can enable the
profile to describe an adversary in terms of his/her modus operandi, or with respect to
his/her characteristics as an adversary (e.g., skill-level, finance, resource, and capability).

As mentioned above, the majority of profiling methods in the literature aim to charac-
terise the adversaries in terms of their crime scene characteristics (rather than the adver-
sary characteristics) and categorise classes of adversaries in terms of their attack patterns
or signatures. These methods are primarily designed to aid attribution practitioners in
determining if an attack is launched by one of those responsible for previous attacks, or
assist an organisation in strengthening and enhancing its security posture against adver-

UNCLASSIFIED 117



DSTO–TR–2865 UNCLASSIFIED

saries. However, the methods are not of great help when it comes to planning offensive
approaches (instead of defense mechanisms), collecting intelligence, or assisting law en-
forcement investigators in identifying and apprehending the attackers. To achieve these
goals, defining an adversary in terms of his/her crime scene characteristics is not sufficient.
It is necessary to predict characteristics of the adversary in order to help agencies match
the described adversary with suspects in real life (who may not have any record of previous
attacks). The predicted characteristics of the adversary also assists investigators in nar-
rowing down the list of real-life suspects, the results of which can then be combined with
other intelligence information or traditional investigation findings in order to determine,
with some degree of certainty, the actual offender. Attempts to capture characteristics of
the adversaries include: (i) the research work in email authorship attribution which uses
the writing style of an author to infer information about the author such as background,
gender, age and psychometric traits (see Section 11.2.2), and (ii) the research work in
adversary characterisation based on malware which predicts information about the adver-
sary associated with a malware-based attack such as capability, skill-level and connections.
However, these efforts are limited both in breadth (the methods are specifically studied in
the context of email and malware) and in depth (the methods are restrictively based on
evidence pertaining to linguistics, attack tools and attack techniques).

The rest of this section is primarily concerned with profiling methods aimed at captur-
ing adversary characteristics in a more generic sense that can be applied to a crime scene, or
across crime scenes, and can be applied to different sources of evidence. More specifically,
the profiling methods to be discussed are categorised into two groups: characterisation of
conventional offenders (a major topic in offender profiling), and characterisation of cyber
adversaries.

18.1 Characterisation of conventional offenders

Offender profiling enjoys a long history of attempts to relate pieces of crime scene evi-
dence to offender characteristics — the processes which essentially involve predicting the
characteristics that lead an offender to leave the pieces of evidence on the crime scenes.
Despite its rich literature, the field lacks a large-scale empirical examination regarding
the connection between offender characteristics and the particular pieces or patterns of
evidence, which is necessary for this kind of prediction to become sufficiently reliable [121].
However, much foundational knowledge and many individual findings can be learnt from
the accumulated work in the research field. A brief overview of studies relating this topic
is presented, which is loosely based on work by Hicks and Sales [121].

Research efforts to characterise an offender based on crime scene evidence in the litera-
ture of offender profiling are centred around studies of the relationship among the offender’s
behaviours, motive and personality. It is perhaps important to clarify the meanings of the
mentioned characteristics in the context of offender profiling, before any further discussion
is to be made.
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18.1.1 Motive

Motive is concerned with why an offender engaged in a criminal act. In the context of
offender profiling, motive is closely related with, but should be distinguished from, in-
tent103 which indicates whether an offender purposefully committed an act. Therefore,
motive requires the presence of intent [121]. Since criminal profiling is based on the pre-
sumption that crime is committed purposefully, it is motive, not intent, that has received
considerable attention as a major characteristic of an offender. A motive in itself can
be either instrumental or expressive [121]. Instrumental motives are those that drive
offenders toward achieving a certain goal (e.g., financial gain, political advantage, or retal-
iation). Expressive motives are, in contrast, concerned with expressing one’s point of view
or one’s emotions (e.g., propagandising a political/social point of view or demonstrating
a disagreement).

18.1.2 Personality

The topic of personality is perhaps most extensively studied in psychology research. There
are two paradigms of psychology studies which place different emphases on the influence
of internal and external factors in one’s personality. The first paradigm associates per-
sonality to the person: individuals possess internal personality traits that are expected to
be stable across time, situations and environments. Researchers with this point of view
devoted effort to identify and categorise important personality traits of human beings. For
example, Cattell ([45, 46] cited in [121]) divided traits into three categories: dynamic traits
(those that put people in motion to accomplish goals), ability traits (those that determine
one’s effectiveness in achieving goals) , and temperament traits (those related to the speed,
energy, and emotional reactivity of people’s responses). The second paradigm states that
personality is shaped and influenced by the situation. In this view, an individual’s person-
ality is specific to an individual situation, and varies according to situations. This theory
was supported by subsequent reports on the influence of gender, ecological settings, race
and social class, and culture and history on one’s personality.

Despite various important findings relating to the impact of situations on personality
characteristics, studies of personality in the realm of offender profiling still largely adopt
the view of personality as a human trait and neglect situations in analysing personality
characteristics of an offender [121].

18.1.3 Behaviour

There are two types of behaviours about an offender that an investigator can ‘guess’
from crime scene evidence: inferred behaviours and predicted behaviours. The inferred
behaviours refer to the kind of behaviours related to the crime scenes, also known as
crime scene behaviours. Examples of this type of behaviour are ‘the offender relayed a
spear phishing email via zombie computers’ or ‘the offender instructed the malware to
contact the command and control server upon successful installation’. Inferred behaviors

103Please note that intent adopts a different meaning in cyberspace: it often refers to the objective of an
adversary.
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are also what constitute the modus operandi (which consists of the behaviours necessary
to the successful commission of a crime) and signature (which comprises those behaviors
that fulfill some type of deeper psychological need within the offender [121]) of an attack.
Predicted behaviours are concerned with general behaviours of the offender (or offender
behaviours) such as ‘the offender tends to target high-profile victims’ or ‘the offender
invests a great deal of resources in his/her attack’. These two types of behaviours form
a bidirectional relationship with other characteristics of the offender such as motive and
personality. Inferred behaviours have been presented as part of crime scene evaluation and
reconstruction, this section is mainly concerned with predicted behaviours of an offender.

According to Hicks and Sales [121], offender behaviours are most useful in identify-
ing and apprehending an unknown perpetrator. Their merits are due to the fact that
behaviours are observable, tangible, and more easily described and comprehended than
latent characteristics such as motive and personality. However, motive and personality
characteristics are incontrovertibly important to an understanding of offenders and their
offenses. Therefore, it is important to have a way to access these two latent offender
characteristics. In convention criminal investigation, personalities and motives may be
revealed via projective testing104, self-reports105, or examinations of their manifestation
in behaviours.

In the context of spear phishing, not only are the first two methods susceptible to
the accuracy of an offender’s self-description or interpretation, but they also require some
sort of interaction with the human suspects, which is not the case in the context of spear
phishing. Inferring offender characteristics in this context is most likely to draw from the
third approach in which motive and personality characteristics are presumably reflected in
behaviors which can be inferred from crime scene behaviours and/or crime scene evidence.
This approach therefore requires the presence of a model which captures the relationship
between the mentioned aspects relating to crime scenes and the offender, thereby enabling
inferences from one aspect to another.

18.1.4 Model of crime scene evidence, motives, personality and be-
haviour

The literature of offender profiling has yet to offer a complete scientific method to re-
late crime scene evidence, behaviour and motive, and personality. Instead, the literature
provides a large collection of individual studies on different aspects of this relationship.
For instance, relationships between motives and behaviours have been investigated in a
series of research work on arsonists (c.f., [43, 260, 157]) and those between personality
and behaviours have been studied in sex offenders (c.f., [44, 127, 153, 255]). Though these
studies provide important findings, in a broader picture, they only address one part of
profiling and the bivariate analyses used in their studies are not sufficient to capture the
intricate relationships between crime scene evidence, motives, personality and behaviours.
The research work by Canter and colleagues [42, 43, 44] is the only research work among

104Projective testing involves triggering a person to respond in a certain way that may reveal his internal
motivations and personality characteristics by presenting him/her with ambiguous stimuli and asking
him/her to interpret the stimuli in some meaningful way.
105A self-report method involves asking a person to answer a questionnaire designed in such a way that

it can reveal various personality characteristics.
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them that takes into account all these characteristics (motives, personality and behaviour)
in analysing crime scene evidence to infer information about the offenders. More specif-
ically, there are three basic types of variables in Canter’s profiling model: crime scene
actions (corresponding to crime scene behaviours), offender themes (addressing aspects of
an offender such as the offender’s motives and personality), and offender background char-
acteristics (being predicted from the offender themes). Unfortunately, according to Hicks
and Sales [121], Canter’s model inevitably inherits the limitations of his overall offender
profiling approach (as discussed in Section 8.2).

To address this gap in the literature with respect to a comprehensive representation of
the multivariate relationship between crime scenes and offender characteristics, Hicks and
Sales [121] proposed a more generic model of profiling which captures not only the types of
bivariate relationship that have been studied, but also the possible intricate relationships
that have been unaccounted for in the literature. The simplest form of the model (which
is graphically depicted in Figure 9 [121]) consists of the following three tiers:

• crime scene evidence and first-level offender behaviours106 which involves drawing
inferences about behaviours that are directly related to crime scene evidence,

• motive, personality, and first-level offender behaviours which involves making pre-
dictions about motives and personality characteristics using first-level offender be-
haviours, and

• motive, personality, and second-level offender behaviors which involves moving away
from crime scene evidence and predicting the second-level offender behaviours (be-
haviours that are not necessarily related to the commission of the crime, but are
instead investigation-relevant behaviors predicted from the model variables)107.

The goal of the presented model is to identify offender behaviours relevant to investigations,
subsequently assisting law enforcement in identifying the correct perpetrator. Therefore,
each branch of the model terminates in a second-level behavior, a collection of which
constitute an offender’s behaviour profile that law enforcement can use in an investigation.
The model can be instantiated into different forms, depending on the type of crime, the
nature and quality of crime scene evidence, and the reliability and validity of particular
relationships between the model’s variables [121]. For the purpose of illustration, Figure
10 is included to represent a fraction of such a model when applied to a spear phishing
case108. It is important to note that this is only a simplified example and that what would
be dealt with in practice is likely much more complex (see Figure 11 for an example of
such a model).

Toward its applications in practice, the described model of profiling requires scientific
findings to form actual links among the variables within the model. To this end, one
can capitalise on individual attribution/forensics methods investigated in the literature
applied to specific relationships in order to derive such linkings. For example, techniques

106First-level offender behaviours correspond to the aforementioned crime scene behaviours.
107The model can continue branching outward beyond tier 3 to predict additional second-level offender

behaviours if the situation demands.
108Please note that the predictors and relationships used in the examples are not empirically verified with

respect to their validity and reliability.
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Figure 9: Basic structure of a scientific model of profiling (adapted from [121]).

in the paradigm of malware analysis can be leveraged to infer from the ‘malware evidence’
that ‘the malware exploits unpatched vulnerabilities’.

18.2 Characterisation of cyber adversaries

Offender characterisation/profiling methods for conventional crime are mostly concerned
with individual offenders. Thus far, an important type of offender in cyberspace — groups
or organisations— has been neglected in this regard. Although the conceptual scientific
profiling model presented above possesses sufficient generality for it to be used in char-
acterising this collective type of offender, the model does not distinguish between the
two types of cyber offender, which is necessary to properly emphasise and recognise the
prevalent role of groups (e.g., nation states and criminal organisations) in advanced cyber
attacks.

It appears that the only published work that comprehensively addresses the problem
of cyber offender characterisation that takes into account the presence of groups is the
study by Parker and colleagues [231]. More specifically, the researchers proposed a cyber
adversary characterisation framework that allows for both a theoretical categorisation of
cyber adversaries and a post-incident forensic characterisation. Theoretical characterisa-
tion theory is concerned with characterisation of adversaries in a ‘prospective manner’,
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Figure 10: An illustration of the application of Figure 9 in the context of spear phishing.

and possibly of most use for characterising possible threats to an organisation, for improv-
ing the security posture of the organisation, and for devising methodologies to test the
resilience of the organisation’s systems against the known and unknown [231]. In contrast,
post-incident or forensic characterisations — the type of attribution covered in this survey
— involves gaining insight about the ‘real’ adversary using information available only after
an incident has occurred.

The cornerstone of the framework by Parker and colleagues is the adversary object
matrix (see below) which captures characteristics of cyber adversaries in relation with their
environment and attack target in a dynamic and interactive manner. An understanding
of the adversary object matrix is a prerequisite for grasping the essence of Parker and
colleagues’ framework.

18.2.1 The adversary object matrix

Instead of depicting an offender as a human individual with certain personalities and
behaviours, the adversary object matrix describes cyber adversaries via a set of core ad-
versarial properties, namely Environment Property, Attacker Property and Target Property
(see Figure 12).

On the one hand, the matrix allows for characterisation of adversaries in terms of
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Figure 11: A more complex structure of a scientific model of profiling [121].

various aspects contained in the three mentioned properties. In this regard, each prop-
erty in the matrix contains a list of objects associated with the different aspects of the
property. For instance, Environment Property contains ‘cultural/political impact’ and ‘in-
telligence/association’ objects, Attacker Property consists of ‘motivation’ and ‘resource’
objects, and Target Property includes ‘environment’ and ‘value’ objects. Each object in
turn comprises a list of elements which are members of the object, e.g. , ‘intellectual prop-
erty’ and ‘internet bandwidth’ are elements of the ‘value’ object, and ‘time’ and ‘finance’
are elements of the ‘resource’ object. On the other hand, the adversary object matrix facil-
itates a categorisation of the adversaries in a manner which represents the relationship and
interactions among the adversarial properties (and their objects). For example, objects
in Environment Property directly impact on the capability object of Attacker Property,
objects in both Environment Property and Target Property directly impact on the mo-
tivation object, and objects within Attacker Property impact an adversary’s motivation
toward, and his/her capability against, a target.

18.2.1.1 Environment Property Environment Property serves as a good starting
point to characterise cyber adversaries. It assists in clarifying the root of an adversarial act,
for example, motivation of an adversary, level of sophistication of an attack and the origin
of the resources used in an attack. The objects contained in the adversary environment
property include the following:

• the world events/political environments object captures information relating to the
political environment of an adversary (e.g., the political environment in the state
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Figure 12: A graphical illustration of the adversary object matrix (adapted from [231]).

from which an adversary originates, the wealth of the state where a potential ad-
versary lives, and the cyber laws of the state from where the adversary launches an
attack),

• the association and intelligence source object holds information regarding the entities
with and from whom an adversary is associated and receives support — this assists
one in determining the types of resource the adversary has access to, and thus the
kinds of attacks one can expect from the adversary,

• the adversary activity groups object indicates whether a group takes part in an
adversary act109.

The group object significantly influences the nature of an adversarial act and on the
manner in which the act is conducted. For instance, this object is likely to influence
Attacker Property in the following aspects: attack objective (e.g., the attack objective
will almost always be an objective that benefits the group), knowledge/skills (e.g.,
the (possibly multi-staged) attack often utilised the combined knowledge/skills of
multiple members rather than any one individual), finance (e.g., the finance is likely

109It is important to distinguish groups from associations: members of an association tend to act individ-
ually, sometimes without the knowledge of other members in the group, whereas all members in a group
are aware of the adversarial act, and usually take part in the attack either directly/indirectly.
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to be more readily available than those adversaries without the group object), time
(e.g., the time invested in preparation of an attack is significantly greater for those
without the group object), initial access (e.g., an adversarial group may be able to
gain initial access through other group members such as insiders), and attitude to
attributes of attack (e.g., the attitude to the attributes of the attack, such as fear
of detection and attribution, will probably be that of the group rather than actual
individuals carrying out the attack).

18.2.1.2 Attacker Property Attacker Property contains objects that attempt to de-
scribe an adversary’s behaviours in a given attack situation. The values contained in the
attacker objects are subject to the data passed to Attacker Property from Environment
Property. The objects belonging to Attacker Property include the those presented below.

• The resource object describes the resources possessed by an attacker. The resource
values are relative to given attack attempts and are derived from the associations
and intelligence and group objects in Environment Property. Its primary function is
to offset the variable values contained in the inhibitor objects and thus increase the
likelihood of success. The resource object contains the following elements:

– the time element measures the time that an adversary takes to execute his/her
attack against a target. Values of this element are impacted on by the group
and political objects in Environment Property.

– the skills/knowledge element is the most significant element of the resource
object which both influences the capability against a target in a given attack
attempt, and represses various elements within the inhibitor object. Values of
this element are impacted on by the group and association objects in Environ-
ment Property.

– the finance element measures the liquid finance to which the adversary has ac-
cess for the purpose of their attack. This is a prerequisite for a cyber adversary
to execute a successful attack (e.g., either by opening up a new attack oppor-
tunity or providing an elevated level of initial access). Values of this element
are impacted on by the group and political/personal environment objects in
Environment Property.

– the initial access element indicates the level of initial access an adversary has at
the commencement of his/her attack. Having some sort of initial access would
likely increase the chance of success of a given attempt.

• The inhibitor object and its elements represent the adversaries’ attitude to the ad-
verse attributes of an attack against a known target, given an attempt. The primary
objects that impact the elements of the inhibitor object are: the objects within Tar-
get Property and the resource object as well as the driver/motivator object within
Attacker Property. Elements contained in the inhibitor object includes:

– impact given success, e.g., whether the payoff given success is less than the
resources required to ensure success;

– perceived probability of success given an attempt, i.e., the likelihood of comple-
tion of an objective in the eye of an adversary;
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– perceived probability of detection given an attempt — the adversary may off-
set the probability of detection given an attempt with the use of additional
resources;

– perceived probability of attribution given detection — the adversary may use
additional resources to ensure the integrity of the attackers identity given de-
tection;

– perceived consequences to adversary given detection and attribution — these
values are primarily in proportion to the environmental properties, in relation
to the target properties due to the law and politics of the country in which the
adversary lives; and

– adversary uncertainty given the attack parameters, e.g., uncertainty in the mind
of an adversary resulting from a lack of information regarding any of the el-
ements within the inhibitor object, and therefore a lack of ability to make
informed decisions regarding a course of action.

• The driver/motivator object, directly impacted by the events/political object in En-
vironment Property, objects in Target Property, and the resource object in Attacker
Property, is responsible for describing the adversaries’ objective and ultimately, their
motivations. It often impacts the attitude toward the attributes of the attack rep-
resented by the inhibitor object. Elements within this object include:

– impact given success — the result of this element is considered to be an attack
motivator if the payoff is considered by an adversary to be of greater value than
the resources consumed in an attack’s execution; and

– perceived probability of success given an attempt — the result of this element
is considered to be an attack motivator if the perceived probability of success
given an attempt meets an adversary’s expectation threshold.

18.2.1.3 Target Property Target Property contains objects that attempt to describe
the target from the perspective of cyber adversaries, and have direct impact on the in-
hibitor/driver object of Attacker Property. Target Property contains a number of objects,
including physical environment, electronic environment and value.

• The physical environment objects cover aspects of the target such as its physical
location, its owner, and any defenders that exist within the target’s physical envi-
ronment. These types of objects potentially influence both the inhibitor and driver
objects of Attacker Property.

– For instance, the target location object influences perceived consequences of
attribution and motivator objects (e.g., the greater the physical separation be-
tween adversaries and their target, and/or the weaker the cyber laws in both
their countries of residence and foreign states, the lesser the consequences of
attribution at times when their attacks are detected, and, of course, the greater
motivation. Likewise, the target owner object influences (i) perceived con-
sequences of attribution (e.g., specific owners are likely to provoke, to varying
degrees, fear of attribution, as well as fear of consequence if attribution occurs),
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(ii) perceived probability of detection (e.g., owners have different capabilities
to detect a cyber attack as it is occurring), and (iii) motivator objects (e.g., the
attacker may be the one that holds a grudge against the owner of the target,
or one that has an interest in the resources possessed by a particular owner).

• The electronic environment objects consist of everything from computer hardware
to operating systems, network operating systems and other technologies. These
types of object, again, can influence the adversary’s attitude toward an attack. For
instance, the technical object influences perceived probability of success, and thus
an adversaries’ motivation — adversaries will always view the technical properties
of a target in terms of whether the technical resources they possess are sufficient to
ensure the success of an attack.

• The value object consists of the elements of the target that may be considered of
value to cyber adversaries, such as intellectual properties, internet bandwidth, and
other resources.

To predict possible adversaries who may launch an attack against an organisation, the
adversary object matrix, once populated with data and having its elements evaluated and
scored, allows the organisation to infer the type of adversaries that are likely to have an
interest in, as well as the type of threat posed to, a given organisation’s asset. Regarding
attribution of a ‘real’ attack (which has already occurred), results from attribution and
forensic investigations (such as those described in Section 12.2.1) as well as other sources
of information can be applied to the framework in order to characterise the adversary
involved in the commission of the attack.

18.3 Discussion

Naturally, adversary profiling can be performed from multiple perspectives and at different
levels of attribution. Three approaches to profiling have been mentioned and/or discussed
in this section: (i) profiling as categorisation of adversaries based on crime scene charac-
teristics, which primarily serves to identify classes of adversaries with a common attack
signature or modus operandi (corresponding to attribution level IIIa); (ii) conventional
offender profiling that aims to infer characteristics of the actual adversary (corresponding
to attribution level IIIb) in order to match the adversary with real-life suspects, as well as
to assist law enforcement investigators to identify and apprehend the ‘real’ adversary; and
(iii) cyber adversary characterisation that encompasses both singular and collective types
of adversaries (corresponding to attribution levels III and IV) and allows for both theoret-
ical and post-incident characterisation of adversaries of cyber attacks. For the first type of
profiling, individual profiling methods presented for different components of spear phishing
(based on sets of features and machine learning algorithms) can be reused or adapted for
use. In the second type of profiling, one can capitalise on the conceptual scientific profil-
ing model proposed by Hicks and Sales (See Section 8.1), and apply attribution methods
(many of which presented in Sections 10, 11, 12, 13 and 14) in the literature to establish
the actual links among the variables of the model. Regarding the third type of profiling,
this profiling framework is primarily devised for theoretical characterisation of adversaries
given a type of asset, and thus does not explicitly incorporate crime scene evidence as

128 UNCLASSIFIED



UNCLASSIFIED DSTO–TR–2865

part of the model. To this end, the individual attribution methods can be, again, applied
to predict values for various elements in Attacker Property and Target Property, based
on which other characteristics about the adversary can be inferred, and a more complete
view about the adversary can be depicted.
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19 Conclusions

Spear phishing has emerged as a considerable threat to the security of nations, organ-
isations and individuals. The ability to successfully attribute those responsible for this
kind of attack is highly desired in order to: develop intelligence about adversaries, appre-
hend, suppress or exploit the adversary, put in place proactive defences appropriate to the
adversary, or to act against the adversary for the purpose of retaliation and deterrence.

However significant obstacles have impeded our attribution abilities. Attribution of
spear phishing is remarkably difficult as it entails a variety of technical, social and psy-
chological factors. Despite these difficulties, the research conducted in this survey has
indicates that attribution of spear phishing attacks can still be worthwhile to pursue be-
cause:

• as complex multi-stage multi-step cyber attacks, spear phishing incidents provide
many opportunities to uncover digital trails left behind by the attackers;

• as attribution of spear phishing can be carried out at different levels, attribution
results achieved at any level may be valuable to investigators;

• ultimately two-way communication is required in a spear phishing attack, despite the
many ways to hide each communication path, they do not always prevent attribution;
and

• though many individual attribution methods are likely to be subverted through
deception, deploying a variety of methods with appropriate and careful combination
is likely to yield more reliable results (e.g., attribution results can be verified by
means of redundant methods and strengthened through the use of complementary
approaches).

Currently, there exist very few, if any, attribution methods directly addressing spear phish-
ing in the literature, hence investigators must reuse or adapt thematic methods in related
domains. To this end, the methods presented in the survey have their roots in divergent
research disciplines including authorship attribution, offender profiling, software author-
ship, malware classification and IP traceback. Various aspects of the attribution problem
of spear phishing together with the relevant attribution methods discussed in the survey
are summarised below.

• In order to approach the attribution task, the conceptual scientific model for offender
profiling was leveraged for use as the attribution methodology. More specifically,
each component of a spear phishing attack is treated as a crime scene, and data
pertaining to each of the components is categorised into different types of evidence
(i.e., ownership, individual characteristic and class characteristic). The attribution
problem was addressed for each crime scene and each type of evidence.

– Regarding attribution of the target component, general recommendations re-
garding how to infer information about the adversary through the remnant of
the component were provided.
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– With respect to attribution of the lure component, the reviewed attribution
methods include (i) traceback techniques to identify the source of a spear phish-
ing email, (ii) email authorship attribution methods to determine and charac-
terise the email’s author, and (iii) various learning/classification approaches
based on email metadata and their alikes to identify classes of adversaries.

– In terms of attribution of the hook component, the discussed methods include
(i) software authorship methods to compare a piece of malware to those of
the suspects, (ii) approaches to characterise the adversaries based on malware
characteristics, (iii) malware analysis and classification techniques to categorise
classes of adversaries, and (iv) various methods to determine the origins of
phishing websites as well as group of adversaries associated with the websites.

– Regarding the catch component, active tracing methods which make use of web
bugs, watermarks and honeytokens were presented.

• In addition to reactive attribution methods, potentially much more information
about the attack can be obtained via proactive/active attribution approaches. In this
regard, large scale realisation of proactive/active approaches by means of honeypots,
decoy systems and field investigations were described.

• Toward characterisation of the ultimate adversary, existing conventional offender
profiling and cyber adversary characterisation methods were presented that can be
leveraged and adapted for use in the spear phishing context.

It is important to note that attribution results delivered by any of the methods discussed
in the survey should be treated as suggestive rather than conclusive. Currently, due to
various factors, it is not feasible to reliably pinpoint the exact attacker behind any single
spear phishing attack using technical methods alone. For this reason, extant attribution
methods should be applied either to characterise the attacker or to gain information about
the attacker in order to narrow down the group of suspects.

The application of attribution of spear phishing attacks in practice remains dependent
on the goal and resources of the nation, organisation or individual concerned. If intelli-
gence about an adversary is sought, attribution carried out at any of the levels would be
useful; if proactive defences are to be put in place, utilisation of methods that identify
adversary classes may be adequate; if the adversary is to be apprehended, suppressed,
exploited, retaliated against or deterred, then a thorough analysis of a complete attack
would be mandatory.

In this context, this report offers a comprehensive survey of current methods and
techniques of spear phishing attribution. While the final outcome of painting a detailed
picture of adversaries is still a future prospect, it is expected that an appropriate and
careful utilisation of the presented methods would allow one to discern the silhouette of
the shadowy adversary in light of attribution evidence.
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